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Antonio Krüger, German Research Center for Artificial Intelligence (DFKI)
2017

Communities of Computing: Computer Science and Society in the ACM
Thomas J. Misa, Editor, University of Minnesota
2017



Text Data Management and Analysis: A Practical Introduction to Information
Retrieval and Text Mining
ChengXiang Zhai, University of Illinois at Urbana–Champaign
Sean Massung, University of Illinois at Urbana–Champaign
2016

An Architecture for Fast and General Data Processing on Large Clusters
Matei Zaharia, Stanford University
2016

Reactive Internet Programming: State Chart XML in Action
Franck Barbier, University of Pau, France
2016

Verified Functional Programming in Agda
Aaron Stump, The University of Iowa
2016

The VR Book: Human-Centered Design for Virtual Reality
Jason Jerald, NextGen Interactions
2016

Ada’s Legacy: Cultures of Computing from the Victorian to the Digital Age
Robin Hammerman, Stevens Institute of Technology
Andrew L. Russell, Stevens Institute of Technology
2016

Edmund Berkeley and the Social Responsibility of Computer Professionals
Bernadette Longo, New Jersey Institute of Technology
2015

Candidate Multilinear Maps
Sanjam Garg, University of California, Berkeley
2015

Smarter Than Their Machines: Oral Histories of Pioneers in Interactive Computing
John Cullinane, Northeastern University; Mossavar-Rahmani Center for Business
and Government, John F. Kennedy School of Government, Harvard University
2015

A Framework for Scientific Discovery through Video Games
Seth Cooper, University of Washington
2014

Trust Extension as a Mechanism for Secure Code Execution on Commodity
Computers
Bryan Jeffrey Parno, Microsoft Research
2014

Embracing Interference in Wireless Systems
Shyamnath Gollakota, University of Washington
2014



Frontiers of Multimedia
Research

Shih-Fu Chang
Columbia University

ACM Books #17



Copyright © 2018 by the Association for Computing Machinery
and Morgan & Claypool Publishers

All rights reserved. No part of this publication may be reproduced, stored in a retrieval
system, or transmitted in any form or by any means—electronic, mechanical, photocopy,
recording, or any other except for brief quotations in printed reviews—without the prior
permission of the publisher.

Designations used by companies to distinguish their products are often claimed as
trademarks or registered trademarks. In all instances in which Morgan & Claypool is aware
of a claim, the product names appear in initial capital or all capital letters. Readers, however,
should contact the appropriate companies for more complete information regarding
trademarks and registration.

Frontiers of Multimedia Research

Shih-Fu Chang, editor

books.acm.org
www.morganclaypoolpublishers.com

ISBN: 978-1-97000-107-5 hardcover
ISBN: 978-1-97000-104-4 paperback
ISBN: 978-1-97000-105-1 eBook
ISBN: 978-1-97000-106-8 ePub

Series ISSN: 2374-6769 print 2374-6777 electronic

DOIs:

10.1145/3122865 Book 10.1145/3122865.3122872 Chapter 6
10.1145/3122865.3122866 Preface 10.1145/3122865.3122873 Chapter 7
10.1145/3122865.3122867 Chapter 1 10.1145/3122865.3122874 Chapter 8
10.1145/3122865.3122868 Chapter 2 10.1145/3122865.3122875 Chapter 9
10.1145/3122865.3122869 Chapter 3 10.1145/3122865.3122876 Chapter 10
10.1145/3122865.3122870 Chapter 4 10.1145/3122865.3122877 Chapter 11
10.1145/3122865.3122871 Chapter 5 10.1145/3122865.3122878 References

A publication in the ACM Books series, #17
Editor in Chief: M. Tamer Özsu, University of Waterloo
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Preface

The field of multimedia is dedicated to research and studies that leverage multiple
modalities of signals and data in developing intelligent systems and technologies.
Be it search engine, recommendation system, streaming service, interactive agent,
or collaborative system, multimedia plays a critical role in ensuring full understand-
ing of multimodal sensory signals, robust modeling of user-content interaction,
natural and rich communication experience, and scalable system deployment. The
goal is to utilize unique contributions from each modality, integrate complemen-
tary synergies, and achieve the best performance and novel functions beyond what’s
separately available in each individual medium. In this community, most contrib-
utors also maintain strong activities in other disciplines such as networking, com-
puter vision, human-computer interaction, and machine learning. But the field of
multimedia is unique in offering a rich and dynamic forum for researchers from
“traditional” fields to collaborate and develop new solutions and knowledge that
transcend the boundaries of individual disciplines.

The field enjoys a long history of vibrant research. For example, the flagship
ACM SIGMM Multimedia Conference was established in 1993, celebrating its 25th
anniversary this year. The community also has several well-known conferences and
journals organized by ACM, IEEE, and other groups, attracting a large number of
researchers and practitioners from around the world. However, despite the prolific
research activities and outcomes, there has been less effort toward developing
books that serve as an introduction to the rich spectrum of topics in this broad field.
Most of the few books available today either focus on specific subfields or basic
background. There is a lack of tutorial-style materials covering the active topics
being pursued by the leading researchers at frontiers of the field.

SIGMM launched a new initiative to address this need in 2015, by selecting
and inviting 12 rising-star speakers from different subfields of multimedia to de-
liver plenary tutorial style talks at ACM Multimedia 2015. Each speaker discussed
challenges and the state of the art within their prospective research areas in a
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general manner to the broad community. Topics covered were comprehensive,
including multimedia content understanding, multimodal human-human and
human-computer interaction, multimedia social media, and multimedia system
architecture and deployment. Following the very positive responses to the talks,
these rising-star speakers were invited to expand the content covered in their talks
to chapters that can be used as reference materials for researchers, students, and
practitioners. Each resulting chapter discusses problems, technical challenges,
state-of-the-art approaches and performances, open issues, and promising direc-
tions for future work. Collectively, the chapters provide an excellent sampling
of major topics addressed by the community as a whole. This book, capturing
outcomes of such efforts, is well positioned to fill the aforementioned needs by
providing tutorial-style reference materials for frontier topics of multimedia.

Section 1 of the book includes five chapters that are focused on analysis and
understanding of multimedia content. Topics covered range from analysis of video
content, audio content, multimodal content about interaction of freestanding con-
versational groups, and analysis of multimedia data in the encrypted format for
preserving privacy on cloud servers, to efficient approximate similarity search tech-
niques for searching over large-scale databases.

First, Zuxuan Wu et al. review current research on understanding video content
by detecting the classes of actions or events contained in a given video clip and
generation of full-sentence captions describing the content in each such video.
Unlike previous surveys, this review focuses on solutions based on deep learning,
reflecting the recent trend of research in this area. The chapter also gives extensive
reviews of the datasets used in state-of-the-art research and benchmarking efforts.

Extending the modality from video to audio, in Chapter 2, Gerald Friedland et
al. introduce the field of computer audition, aiming to develop the theory behind
artificial systems that can extract information from sound. This chapter reviews
the research datasets available, appropriate representations needed for audio, and
a few challenging problems such as automatic extraction of hierarchical seman-
tic structures from audio content and automatic discovery of high-level semantic
concepts from massive audio data and associated metadata.

The holy grail of research for the multimedia community is to be able to inte-
grate and fuse information extracted from multiple modalities of data. In Chap-
ter 3, Xavier Alameda-Pineda et al. present an excellent example and emergent
research challenges in the application of detecting social interaction among free-
standing conversational groups. The chapter includes overviews of research issues,
approaches, evaluation of joint estimation of head and body poses using multi-
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modality data (such as wearable sensors and distributed camera networks), and
results of detecting dynamic group formation of interacting people.

Chapter 4 addresses a novel emerging topic prompted by the popular approach
to multimedia analysis using cloud computing servers. When multimedia data is
sent to the cloud for storage or processing, there is a risk of privacy breach via
unauthorized access by third parties to the content in the cloud. Pradeep Atrey
et al. review state-of-the-art methods and open issues for processing multimedia
content in the encrypted domain without needing to convert data to the original
format. This allows content to stay in its protected form while useful analysis is
performed on it.

In Chapter 5, Hervé Jégou surveys efficient techniques for finding approximate
solutions for similarity search, which is of particular interest when searching mas-
sive multimedia data like images, videos, and audio recordings. Jégou considers
various performance factors like query speed, memory requirement, and search
accuracy. Multiple frameworks based on locality sensitive hashing (LSH), quan-
tization/compression, and hybrid combinations are also reviewed in a coherent
manner.

In Section 2 of the book, the emphasis shifts from content analysis to human-
centered aspects of multimedia computing. This new focus goes beyond extraction
of semantic information from multimedia data. Instead, the broad research scope
incorporates understanding of users and user-content interaction so as to improve
effectiveness of multimedia systems in many applications, such as search and
recommendation.

Under the human-centric theme, Chapter 6, authored by Peng Cui, discusses
the evolution of multimedia computing paradigms from the data-centric, to the
content-centric, and recently to the human-centric. Cui presents a new framework,
called social-sensed multimedia computing, to capture many key issues involved
and advances achieved, including understanding of user-content interaction be-
havior, understanding of user intent, multimedia representation considering user
intention, and integration of heterogeneous data sensed on multimedia social net-
works.

Chapter 7 follows the human-centric theme and further moves the focus from
processing individual multimedia data streams to processing a large number of
heterogeneous streams in different modalities involving a large number of people.
Analysis of such massive streams offers the possibility of detecting important situ-
ations of society, such as socio-economic affairs, as well as the living environment.
Vivek Singh provides an overview of the problem definition, research framework,



xiv Preface

and the EventShop toolkit he developed for application development in this emerg-
ing area.

The extension to the human-centric computing paradigm also calls for formal
mathematical theories and tools for explaining the phenomena observed, such
as the information propagation behaviors and the occurrences of information
cascades on social networks. In Chapter 8, Marian-Andrei Rizoiu et al. review
stochastic processes such as the Hawkes point process for modeling discrete, inter-
dependent events over continuous time. These are strongly related to patterns
corresponding to retweet cascade events on social media. Successful models like
these can help researchers understand information dissemination patterns and
predict popularity on social media.

Interaction between users and content reveals not only the intent of the user
(covered in Chapter 6), but also attributes of the content as well as of the user
him/herself. Such interaction can be manifested in multiple forms including ex-
plicit cues such as visual and verbal expressions, and implicit cues such as eye
movement and physiological signals like brain activity and heart rate. Chapter 9
includes a survey by Subramanian Ramanathan et al. on how such implicit user
interaction cues can be explored to improve analysis of content (scene understand-
ing) and user (user emotion recognition).

To support research and development of emerging multimedia topics discussed
above, there is a critical need for new generations of communication and comput-
ing systems that take into account the unique requirements of multimedia, such
as real-time, high bandwidth, distributiveness, major power consumption, and re-
source uncertainty. The popular cloud-based computing systems, though prevalent
for many applications, are not suitable for large-scale multimedia applications such
as cloud-based gaming service and animation rendering service.

The last section of the book focuses on the systems aspect, covering distinct
topics of multimedia fog computing (Chapter 10) and cloud gaming (Chapter 11).
Cheng-Hsin Hsu et al. survey the emerging paradigm focused on fog computing,
in which computing services are crowdsourced to the edge nodes or even to the
client devices on the user end. This offers major potential benefits in terms of low
latency, location awareness, scalability, and heterogeneity. However, it also poses
many significant challenges in areas such as resource discovery, resource allocation
and management, quality of service, and security. Discussion of these challenges,
along with recent advances in this area, are presented in Chapter 10.

Finally, as a concrete example of large-scale distributed multimedia computing
systems, Chapter 11 (by Kuan-Ta Chen et al.) presents a comprehensive survey of
cloud gaming, with emphasis on the development of platform and testbed, test
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scenarios, and evaluation of performance, in order to enhance optimal design of
various components of the complex cloud gaming systems. In particular, the chap-
ter overviews extensive research in areas such as open-source platforms, cloud de-
ployment, client design, and communication between gaming servers and clients.

The scope of this book is by no means exhaustive or complete. For example, it
can be expanded to include other important topics such as (but not limited to) mul-
timedia content generation, multimodal knowledge discovery and representation,
multimedia immersive networked environments, and applications in areas like
healthcare, learning, and infrastructure. Nonetheless, the comprehensive survey
materials already covered in the book provide an excellent foundation for exploring
additional topics mentioned above, and many other relevant fields.

We would like to give sincere acknowledgment to Dr. Svebor Karaman, who has
provided tremendous assistance in communicating with contributors and organiz-
ing the content of this book. In addition, Diane Cerra and her team at Morgan &
Claypool Publishers have provided valuable guidance and editorial help.
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1Deep Learning for Video
Classification and
Captioning
Zuxuan Wu (University of Maryland, College Park),
Ting Yao (Microsoft Research Asia),
Yanwei Fu (Fudan University),
Yu-Gang Jiang (Fudan University)

1.1 Introduction
Today’s digital contents are inherently multimedia: text, audio, image, video, and
so on. Video, in particular, has become a new way of communication between In-
ternet users with the proliferation of sensor-rich mobile devices. Accelerated by the
tremendous increase in Internet bandwidth and storage space, video data has been
generated, published, and spread explosively, becoming an indispensable part of
today’s big data. This has encouraged the development of advanced techniques for
a broad range of video understanding applications including online advertising,
video retrieval, video surveillance, etc. A fundamental issue that underlies the suc-
cess of these technological advances is the understanding of video contents. Recent
advances in deep learning in image [Krizhevsky et al. 2012, Russakovsky et al. 2015,
Girshick 2015, Long et al. 2015] and speech [Graves et al. 2013, Hinton et al. 2012]
domains have motivated techniques to learn robust video feature representations
to effectively exploit abundant multimodal clues in video data.

In this chapter, we review two lines of research aiming to stimulate the com-
prehension of videos with deep learning: video classification and video captioning.
While video classification concentrates on automatically labeling video clips based
on their semantic contents like human actions or complex events, video captioning
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Benchmarks and challenges

Video classification Video captioning

… …

Basketball Graduation
 A woman is playing Frisbee with

a black dog on the grass. 

Basic deep learning modules

Figure 1.1 An overview of the organization of this chapter.

attempts to generate a complete and natural sentence, enriching video classifica-
tion’s single label to capture the most informative dynamics in videos.

There have been several efforts surveying the literature on video content un-
derstanding. Most of the approaches surveyed in these works adopted handcrafted
features coupled with typical machine learning pipelines for action recognition and
event detection [Aggarwal and Ryoo 2011, Turaga et al. 2008, Poppe 2010, Jiang et al.
2013]. In contrast, this chapter focuses on discussing state-of-the-art deep learning
techniques not only for video classification but also video captioning. As deep learn-
ing for video analysis is an emerging and vibrant field, we hope this chapter could
help stimulate future research along the line.

Figure 1.1 shows the organization of this chapter. To make it self-contained, we
first introduce the basic modules that are widely adopted in state-of-the-art deep
learning pipelines in Section 1.2. After that, we discuss representative works on
video classification and video captioning in Section 1.3 and Section 1.4, respectively.
Finally, in Section 1.5 we provide a review of popular benchmarks and challenges
in that are critical for evaluating the technical progress of this vibrant field.

1.2 Basic Deep Learning Modules
In this section, we briefly review basic deep learning modules that have been widely
adopted in the literature for video analysis.
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1.2.1 Convolutional Neural Networks (CNNs)
Inspired by the visual perception mechanisms of animals [Hubel and Wiesel 1968]
and the McCulloch-Pitts model [McCulloch and Pitts 1943], Fukushima proposed
the “neocognitron” in 1980, which is the first computational model of using local
connectivities between neurons of a hierarchically transformed image [Fukushima
1980]. To obtain the translational invariance, Fukushima applied neurons with the
same parameters on patches of the previous layer at different locations; thus this
can be considered the predecessor of convolutional neural networks (CNN. Further
inspired by this idea, LeCun et al. [1990] designed and trained the modern frame-
work of CNNs LeNet-5, and obtained the state-of-the-art performance on several
pattern recognition datasets (e.g., handwritten character recognition). LeNet-5 has
multiple layers and is trained with the back-propagation algorithm in an end-to-
end formulation, that is, classifying visual patterns directly by using raw images.
However, limited by the scale of labeled training data and computational power,
LeNet-5 and its variants [LeCun et al. 2001] did not perform well on more complex
vision tasks until recently.

To better train deep networks, Hinton et al. in 2006 made a breakthrough and
introduced deep belief networks (DBNs) to greedily train each layer of the net-
work in an unsupervised manner. And since then, researchers have developed more
methods to overcome the difficulties in training CNN architectures. Particularly,
AlexNet, as one of the milestones, was proposed by Krizhevsky et al. in 2012 and
was successfully applied to large-scale image classification in the well-known Ima-
geNet Challenge. AlexNet contains five convolutional layers followed by three fully
connected (fc) layers [Krizhevsky et al. 2012]. Compared with LeNet-5, two novel
components were introduced in AlexNet:

1. ReLUs (Rectified Linear Units) are utilized to replace the tanh units, which
makes the training process several times faster.

2. Dropout is introduced and has proven to be very effective in alleviating
overfitting.

Inspired by AlexNet, several variants, including VGGNet [Simonyan and Zisser-
man 2015], GoogLeNet [Szegedy et al. 2015a], and ResNet [He et al. 2016b], have
been proposed to further improve the performance of CNNs on visual recognition
tasks:

VGGNet has two versions, VGG16 and VGG19, which contain 16 and 19 layers,
respectively [Simonyan and Zisserman 2015]. VGGNet pushed the depth of
CNN architecture from 8 layers as in AlexNet to 16–19 layers, which greatly
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improves the discriminative power. In addition, by using very small (3× 3)
convolutional filters, VGGNet is capable of capturing details in the input
images.

GoogLeNet is inspired by the Hebbian principle with multi-scale processing
and it contains 22 layers [Szegedy et al. 2015a]. A novel CNN architecture
commonly referred to as Inception is proposed to increase both the depth
and the width of CNN while maintaining an affordable computational cost.
There are several extensions upon this work, including BN-Inception-V2
[Szegedy et al. 2015b], Inception-V3 [Szegedy et al. 2015b], and Inception-V4
[Szegedy et al. 2017].

ResNet, as one of the latest deep architectures, has remarkably increased the
depth of CNN to 152 layers using deep residual layers with skip connections
[He et al. 2016b]. ResNet won the first place in the 2015 ImageNet Challenge
and has recently been extended to more than 1000 layers on the CIFAR-10
dataset [He et al. 2016a].

From AlexNet, VGGNet, and GoogLeNet to the more recent ResNet, one trend
in the evolution of these architectures is to deepen the network. The increased
depth allows the network to better approximate the target function, generating bet-
ter feature representations with higher discriminative power. In addition, various
methods and strategies have been proposed from different aspects, including but
not limited to Maxout [Goodfellow et al. 2013], DropConnect [Wan et al. 2013], and
Batch Normalization [Ioffe and Szegedy 2015], to facilitate the training of deep net-
works. Please refer to Bengio et al. [2013] and Gu et al. [2016] for a more detailed
review.

1.2.2 Recurrent Neural Networks (RNNs)
The CNN architectures discussed above are all feed-forward neural networks
(FFNNs) whose connections do not form cycles, which makes them insufficient
for sequence labeling. To better explore the temporal information of sequential
data, recurrent connection structures have been introduced, leading to the emer-
gence of recurrent neural networks (RNNs). Unlike FFNNs, RNNs allow cyclical
connections to form cycles, which thus enables a “memory” of previous inputs to
persist in the network’s internal state [Graves 2012]. It has been pointed out that a
finite-sized RNN with sigmoid activation functions can simulate a universal Turing
machine [Siegelmann and Sontag 1991].

The basic RNN block, at a time step t , accepts an external input vector x(t) ∈ R
n

and generates an output vector z(t) ∈ R
m via a sequence of hidden states
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h(t) ∈ R
r :

h(t) = σ
(
Wxx(t) +Whh(t−1) + bh

)
(1.1)

z(t) = softmax
(
Wzh(t) + bz

)
where Wx ∈ R

r×n, Wh ∈ R
r×r , and Wz ∈ R

m×r are weight matrices and bh

and bz are biases. The σ is defined as sigmoid function σ (x)= 1
1+e−x and

softmax (.) is the softmax function.
A problem with RNN is that it is not capable of modeling long-range

dependencies and is unable to store information about past inputs for a
very long period [Bengio et al. 1994], though one large enough RNN should,
in principle, be able to approximate the sequences of arbitrary complexity.
Specifically, two well-known issues—vanishing and exploding gradients, exist
in training RNNs: the vanishing gradient problem refers to the exponential
shrinking of gradients’ magnitude as they are propagated back through time;
and the exploding gradient problem refers to the explosion of long-term com-
ponents due to the large increase in the norm of the gradient during training
sequences with long-term dependencies. To solve these issues, researchers
introduced Long short-term memory models.

Long short-term memory (LSTM) is an RNN variant that was designed to store
and access information in a long time sequence. Unlike standard RNNs, non-
linear multiplicative gates and a memory cell are introduced. These gates,
including input, output, and forget gates, govern the information flow into
and out of the memory cell. The structure of an LSTM unit is illustrated in
Figure 1.2.

Memory cell

x(t) h(t)

f (t)

i (t)
o(t)

c(t)

h(t–1)

× ×

×

In
p

u
t

O
u

tp
u

t

Figure 1.2 The structure of an LSTM unit. (Modified from Wu et al. [2016])
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More specifically, given a sequence of an external input vector x(t) ∈R
n, an

LSTM maps the input to an output vector z(t) ∈R
m by computing activations

of the units in the network with the following equations recursively from t = 1
to t = T :

i(t) = σ(Wxix
(t) +Whih

(t−1) +Wcic
(t) + bi), (1.2)

f (t) = σ(Wxf x(t) +Whf h(t) +Wcf c(t) + bf ),

c(t) = f (t)c(t−1) + it tanh(Wxcx(t) +Whch(t−1) + bc),

o(t) = σ(Wxox(t) +Whoh(t−1) +Wcoc(t) + bo),

h(t) = o(t) tanh(c(t)),

where x(t), h(t) are the input and hidden vectors with the subscription t denot-
ing the t -th time step, while i(t), f (t), c(t), o(t) are, respectively, the activation
vectors of the input gate, forget gate, memory cell, and output gate. Wαβ de-
notes the weight matrix between α and β. For example, the weight matrix
from the input x(t) to the input gate i(t) is Wxi.

In Equation 1.2 and Figure 1.2 and at time step t , the input x(t) and the
previous states h(t−1) are used as the input of LSTM. The information of the
memory cell is updated/controlled from two sources: (1) the previous cell
memory unit c(t−1) and (2) the input gate’s activation it . Specifically, c(t−1) is
multiplied by the activation from the forget gate f (t), which learns to forget
the information of the previous states. In contrast, the it is combined with
the new input signal to consider new information. LSTM also utilizes the
output gate o(t) to control the information received by hidden state variable
h(t). To sum up, with these explicitly designed memory units and gates, LSTM
is able to exploit the long-range temporal memory and avoids the issues of
vanishing/exploding gradients. LSTM has recently been popularly used for
video analysis, as will be discussed in the following sections.

1.3 Video Classification
The sheer volume of video data has motivated approaches to automatically catego-
rizing video contents according to classes such as human activities and complex
events. There is a large body of literature focusing on computing effective local
feature descriptors (e.g., HoG, HoF, MBH, etc.) from spatio-temporal volumes to
account for temporal clues in videos. These features are then quantized into bag-
of-words or Fisher Vector representations, which are further fed into classifiers like
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support vector machines (SVMs). In contrast to hand crafting features, which is
usually time-consuming and requires domain knowledge, there is a recent trend
to learn robust feature representations with deep learning from raw video data.
In the following, we review two categories of deep learning algorithms for video
classification, i.e., supervised deep learning and unsupervised feature learning.

1.3.1 Supervised Deep Learning for Classification
1.3.1.1 Image-Based Video Classification

The great success of CNN features on image analysis tasks [Girshick et al. 2014,
Razavian et al. 2014] has stimulated the utilization of deep features for video classi-
fication. The general idea is to treat a video clip as a collection of frames, and then
for each frame, feature representation could be derived by running a feed-forward
pass till a certain fully-connected layer with state-of-the-art deep models pre-trained
on ImageNet [Deng et al. 2009], including AlexNet [Krizhevsky et al. 2012], VGGNet
[Simonyan and Zisserman 2015], GoogLeNet [Szegedy et al. 2015a], and ResNet [He
et al. 2016b], as discussed earlier. Finally, frame-level features are averaged into
video-level representations as inputs of standard classifiers for recognition, such
as the well-known SVMs.

Among the works on image-based video classification, Zha et al. [2015] system-
atically studied the performance of image-based video recognition using features
from different layers of deep models together with multiple kernels for classifica-
tion. They demonstrated that off-the-shelf CNN features coupled with kernel SVMs
can obtain decent recognition performance. Motivated by the advanced feature en-
coding strategies in images [Sánchez et al. 2013], Xu et al. [2015c] proposed to
obtain video-level representation through vector of locally aggregated descriptors
(VLAD) encoding [Jégou et al. 2010b], which can attain performance gain over the
trivial averaging pooling approach. Most recently, Qiu et al. [2016] devised a novel
Fisher Vector encoding with Variational AutoEncoder (FV-VAE) to quantize the local
activations of the convolutional layer, which learns powerful visual representations
of better generalization.

1.3.1.2 End-to-End CNN Architectures
The effectiveness of CNNs on a variety of tasks lies in their capability to learn fea-
tures from raw data as an end-to-end pipeline targeting a particular task [Szegedy
et al. 2015a, Long et al. 2015, Girshick 2015]. Therefore, in contrast to the image-
based classification methods, there are many works focusing on applying CNN
models to the video domain with an aim to learn hidden spatio-temporal patterns.
Ji et al. [2010] introduced the 3D CNN model that operates on stacked video frames,
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extending the traditional 2D CNN designed for images to the spatio-temporal space.
The 3D CNN utilizes 3D kernels for convolution to learn motion information be-
tween adjacent frames in volumes segmented by human detectors. Karpathy et al.
[2014] compared several similar architectures on a large scale video dataset in order
to explore how to better extend the original CNN architectures to learn spatio-
temporal clues in videos. They found that the performance of the CNN model with
a single frame as input achieves similar results to models operating on a stack of
frames, and they also suggested that a mixed-resolution architecture consisting of a
low-resolution context and a high-resolution stream could speed up training effec-
tively. Recently, Tran et al. [2015] also utilized 3D convolutions with modern deep
architectures. However, they adopted full frames as the inputs of 3D CNNs instead
of the segmented volumes in Ji et al. [2010].

Though the extension of conventional CNN models by stacking frames makes
sense, the performance of such models is worse than that of state-of-the-art hand-
crafted features [Wang and Schmid 2013]. This may be because the spatio-temporal
patterns in videos are too complex to be captured by deep models with insuffi-
cient training data. In addition, the training of CNNs with inputs of 3D volumes is
usually time-consuming. To effectively handle 3D signals, Sun et al. [2015] intro-
duced factorized spatio-temporal convolutional networks that factorize the original
3D convolution kernel learning as a sequential process of learning 2D spatial ker-
nels in the lower layer. In addition, motivated by the fact that videos can naturally
be decomposed into spatial and temporal components, Simonyan and Zisserman
[2014] proposed a two-stream approach (see Figure 1.3), which breaks down the
learning of video representation into separate feature learning of spatial and tem-
poral clues. More specifically, the authors first adopted a typical spatial CNN to
model appearance information with raw RGB frames as inputs. To account for
temporal clues among adjacent frames, they explicitly generated multiple-frame
dense optical flow, upon which a temporal CNN is trained. The dense optical flow
is derived from computing displacement vector fields between adjacent frames (see
Figure 1.4), which represent motions in an explicit way, making the training of the
network easier. Finally, at test time, each individual CNN generates a prediction
by averaging scores from 25 uniformly sampled frames (optical flow frames) for a
video clip, and then the final output is produced by the weighted sum of scores from
the two streams. The authors reported promising results on two action recognition
benchmarks. As the two-stream approach contains many implementation choices
that may affect the performance, Ye et al. [2015b] evaluated different options, in-
cluding dropout ratio and network architecture, and discussed their findings.

Very recently, there have been several extensions of the two-stream approach.
Wang et al. utilized the point trajectories from the improved dense trajectories
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Figure 1.3 Two-stream CNN framework. (From Wu et al. [2015c])

Figure 1.4 Examples of optical flow images. (From Simonyan and Zisserman [2014])

[Wang and Schmid 2013] to pool two-stream convolutional feature maps to gen-
erate trajectory-pooled deep-convolutional descriptors (TDD) [Wang et al. 2015].
Feichtenhofer et al. [2016] improved the two-stream approach by exploring a bet-
ter fusion approach to combine spatial and temporal streams. They found that two
streams could be fused using convolutional layers rather than averaging classifi-
cation scores to better model the correlations of spatial and temporal streams.
Wang et al. [2016b] introduced temporal segment networks, where each segment is
used as the input of a two-stream network and the final prediction of a video clip is
produced by a consensus function combining segment scores. Zhang et al. [2016]
proposed to replace the optical flow images with motion vectors with an aim to
achieve real-time action recognition. More recently, Wang et al. [2016c] proposed
to learn feature representation by modeling an action as a transformation from an
initial state (condition) to a new state (effect) with two Siamese CNN networks, op-
erating on RGB frames and optical flow images. Similar to the original two-stream
approach, they then fused the classification scores from two streams linearly to ob-
tain final predictions. They reported better results on two challenging benchmarks
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than Simonyan and Zisserman [2014], possibly because the transformation from
precondition to effect could implicitly model the temporal coherence in videos.
Zhu et al. [2016] proposed a key volume mining approach that attempts to identify
key volumes and perform classification at the same time. Bilen et al. [2016] intro-
duced the dynamic image to represent motions with rank pooling in videos, upon
which a CNN model is trained for recognition.

1.3.1.3 Modeling Long-Term Temporal Dynamics
As discussed earlier, the temporal CNN in the two-stream approach [Simonyan
and Zisserman 2014] explicitly captures the motion information among adjacent
frames, which, however, only depicts movements within a short time window. In
addition, during the training of CNN models, each sweep takes a single frame (or a
stacked optical frame image) as the input of the network, failing to take the order
of frames into account. This is not sufficient for video analysis, since complicated
events/actions in videos usually consist of multiple actions happening over a long
time. For instance, a “making pizza” event can be decomposed into several sequen-
tial actions, including “making the dough,” “topping,” and “baking.” Therefore,
researchers have recently attempted to leverage RNN models to account for the
temporal dynamics in videos, among which LSTM is a good fit without suffering
from the “vanishing gradient” effect, and has demonstrated its effectiveness in sev-
eral tasks like image/video captioning [Donahue et al. 2017, Yao et al. 2015a] (to be
discussed in detail later) and speech analysis [Graves et al. 2013].

Donahue et al. [2017] trained two two-layer LSTM networks (Figure 1.5) for ac-
tion recognition with features from the two-stream approach. They also tried to
fine-tune the CNN models together with LSTM but did not obtain significant perfor-
mance gain compared with only training the LSTM model. Wu et al. [2015c] fused
the outputs of LSTM models with CNN models to jointly model spatio-temporal
clues for video classification and observed that CNNs and LSTMs are highly com-
plementary. Ng et al. [2015] further trained a 5-layer LSTM model and compared
several pooling strategies. Interestingly, the deep LSTM model performs on par
with single frame CNN on a large YouTube video dataset called Sports-1M, which
may be because the videos in this dataset are uploaded by ordinary users without
professional editing and contain cluttered backgrounds and severe camera motion.
Veeriah et al. [2015] introduced a differential gating scheme for LSTM to empha-
size the change in information gain to remove redundancy in videos. Recently, in a
multi-granular spatio-temporal architecture [Li et al. 2016a], LSTMs have been uti-
lized to further model the temporal information of frame, motion, and clip streams.
Wu et al. [2016] further employed a CNN operating on spectrograms derived from
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Figure 1.5 Utilizing LSTMs to explore temporal dynamics in videos with CNN features as inputs.

soundtracks of videos to complement visual clues captured by CNN and LSTMs,
and demonstrated strong results.

1.3.1.4 Incorporating Visual Attention
Videos contain many frames. Using all of them is computationally expensive and
may degrade the performance of recognizing a class of interest as not all the frames
are relevant. This issue has motivated researchers to leverage the attention mecha-
nism to identify the most discriminative spatio-temporal volumes that are directly
related to the targeted semantic class. Sharma et al. [2015] proposed the first atten-
tion LSTM for action recognition with a soft-attention mechanism to attach higher
importance to the learned relevant parts in video frames. More recently, Li et al.
[2016c] introduced the VideoLSTM, which applied attention in convolutional LSTM
models to discover relevant spatio-temporal volumes. In addition to soft-attention,
VideoLSTM also employed motion-based attention derived from optical flow im-
ages for better action localization.

1.3.2 Unsupervised Video Feature Learning
Current remarkable improvements with deep learning heavily rely on a large
amount of labeled data. However, scaling up to thousands of video categories
presents significant challenges due to insurmountable annotation efforts even at
video level, not to mention frame-level fine-grained labels. Therefore, the utilization
of unsupervised learning, integrating spatial and temporal context information, is
a promising way to find and represent structures in videos. Taylor et al. [2010]
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proposed a convolutional gated boltzmann Machine to learn to represent optical
flow and describe motion. Le et al. [2011] utilized two-layer independent subspace
analysis (ISA) models to learn spatio-temporal models for action recognition. More
recently, Srivastava et al. [2015] adopted an encoder-decoder LSTM to learn feature
representations in an unsupervised way. They first mapped an input sequence into
a fixed-length representation by an encoder LSTM, which would be further decoded
with single or multiple decoder LSTMs to perform different tasks, such as recon-
structing the input sequence, or predicting the future sequence. The model was
first pre-trained on YouTube data without manual labels, and then fine-tuned on
standard benchmarks to recognize actions. Pan et al. [2016a] explored both local
temporal coherence and holistic graph structure preservation to learn a deep in-
trinsic video representation in an end-to-end fashion. Ballas et al. [2016] leveraged
convolutional maps from different layers of a pre-trained CNN as the input of a
gated recurrent unit (GRU)-RNN to learn video representations.

Summary
The latest developments discussed above have demonstrated the effectiveness of
deep learning for video classification. However, current deep learning approaches
for video classification usually resort to popular deep models in image and speech
domain. The complicated nature of video data, containing abundant spatial, tem-
poral, and acoustic clues, makes off-the-shelf deep models insufficient for video-
related tasks. This highlights the need for a tailored network to effectively capture
spatial and acoustic information, and most importantly to model temporal dynam-
ics. In addition, training CNN/LSTM models requires manual labels that are usually
expensive and time-consuming to acquire, and hence one promising direction is to
make full utilization of the substantial amounts of unlabeled video data and rich
contextual clues to derive better video representations.

1.4 Video Captioning
Video captioning is a new problem that has received increasing attention from
both computer vision and natural language processing communities. Given an in-
put video, the goal is to automatically generate a complete and natural sentence,
which could have a great potential impact, for instance, on robotic vision or on
helping visually impaired people. Nevertheless, this task is very challenging, as
a description generation model should capture not only the objects, scenes, and
activities presented in the video, but also be capable of expressing how these ob-
jects/scenes/activities relate to each other in a natural sentence. In this section, we
elaborate the problem by surveying the state-of-the-art methods. We classify exist-
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… …

Video tagging:
baby, boy, chair

Input video:

Video (frame) captioning:
Two baby boys are in the chair.

Video captioning:
A baby boy is biting finger of
another baby boy.

Figure 1.6 Examples of video tagging, image (frame) captioning, and video captioning. The input is
a short video, while the output is a text response to this video, in the form of individual
words (tags), a natural sentence describing one single image (frame), and dynamic
video contents, respectively.

ing methods in terms of different strategies for sentence modeling. In particular,
we distill a common architecture of combining convolutional and recurrent neural
networks for video captioning. As video captioning is an emerging area, we start by
introducing the problem in detail.

1.4.1 Problem Introduction
Although there has already been extensive research on video tagging [Siersdorfer
et al. 2009, Yao et al. 2013] and image captioning [Vinyals et al. 2015, Donahue
et al. 2017], video-level captioning has its own characteristics and thus is different
from tagging and image/frame-level captioning. A video tag is usually the name of
a specific object, action, or event, which is recognized in the video (e.g., “baby,”
“boy,” and “chair” in Figure 1.6). Image (frame) captioning goes beyond tagging
by describing an image (frame) with a natural sentence, where the spatial relation-
ships between objects or object and action are further described (e.g., “Two baby
boys are in the chair” generated on one single frame of Figure 1.6). Video caption-
ing has been taken as an even more challenging problem, as a description should
not only capture the above-mentioned semantic knowledge in the video but also
express the spatio-temporal relationships in between and the dynamics in a natu-
ral sentence (e.g., “A baby boy is biting finger of another baby boy” for the video in
Figure 1.6).

Despite the difficulty of the problem, there have been several attempts to ad-
dress video caption generation [Pan et al. 2016b, Yu et al. 2016, Xu et al. 2016],
which are mainly inspired by recent advances in machine translation [Sutskever
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et al. 2014]. The elegant recipes behind this are the promising developments of
the CNNs and the RNNs. In general, 2D [Simonyan and Zisserman 2015] and/or
3D CNNs [Tran et al. 2015] are exploited to extract deep visual representations and
LSTM [Hochreiter and Schmidhuber 1997] is utilized to generate the sentence word
by word. More sophisticated frameworks, additionally integrating internal or exter-
nal knowledge in the form of high-level semantic attributes or further exploring the
relationship between the semantics of sentence and video content, have also been
studied for this problem.

In the following subsections we present a comprehensive review of video cap-
tioning methods through two main categories based on the strategies for sentence
generation (Section 1.4.2) and generalizing a common architecture by leveraging
sequence learning for video captioning (Section 1.4.3).

1.4.2 Approaches for Video Captioning
There are mainly two directions for video captioning: a template-based language
model [Kojima et al. 2002, Rohrbach et al. 2013, Rohrbach et al. 2014, Guadarrama
et al. 2013, Xu et al. 2015b] and sequence learning models (e.g., RNNs) [Donahue
et al. 2017, Pan et al. 2016b, Xu et al. 2016, Yu et al. 2016, Venugopalan et al. 2015a,
Yao et al. 2015a, Venugopalan et al. 2015b, Venugopalan et al. 2015b]. The former
predefines the special rule for language grammar and splits the sentence into sev-
eral parts (e.g., subject, verb, object). With such sentence fragments, many works
align each part with detected words from visual content by object recognition and
then generate a sentence with language constraints. The latter leverages sequence
learning models to directly learn a translatable mapping between video content and
sentence. We will review the state-of-the-art research along these two dimensions.

1.4.2.1 Template-based Language Model
Most of the approaches in this direction depend greatly on the sentence templates
and always generate sentences with syntactical structure. Kojima et al. [2002] is
one of the early works that built a concept hierarchy of actions for natural lan-
guage description of human activities. Tan et al. [2011] proposed using predefined
concepts and sentence templates for video event recounting. Rohrbach et al.’s con-
ditional random field (CRF) learned to model the relationships between different
components of the input video and generate descriptions for videos [Rohrbach et al.
2013]. Furthermore, by incorporating semantic unaries and hand-centric features,
Rohrbach et al. [2014] utilized a CRF-based approach to generate coherent video
descriptions. In 2013, Guadarrama et al. used semantic hierarchies to choose an
appropriate level of the specificity and accuracy of sentence fragments. Recently, a
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deep joint video-language embedding model in Xu et al. [2015b] was designed for
video sentence generation.

1.4.2.2 Sequence Learning
Unlike the template-based language model, sequence learning-based methods can
learn the probability distribution in the common space of visual content and tex-
tual sentence and generate novel sentences with more flexible syntactical struc-
ture. Donahue et al. [2017] employed a CRF to predict activity, object, and location
present in the video input. These representations were concatenated into an input
sequence and then translated to a natural sentence with an LSTM model. Later,
Venugopalan et al. [2015b] proposed an end-to-end neural network to generate
video descriptions by reading only the sequence of video frames. By mean pool-
ing, the features over all the frames can be represented by one single vector, which
is the input of the following LSTM model for sentence generation. Venugopalan
et al. [2015a] then extended the framework by inputting both frames and opti-
cal flow images into an encoder-decoder LSTM. Inspired by the idea of learning
visual-semantic embedding space in search [Pan et al. 2014, Yao et al. 2015b],
[Pan et al. 2016b] additionally considered the relevance between sentence seman-
tics and video content as a regularizer in LSTM based architecture. In contrast to
mean pooling, Yao et al. [2015a] proposed to utilize the temporal attention mech-
anism to exploit temporal structure as well as a spatio-temporal convolutional
neural network to obtain local action features. Then, the resulting video represen-
tations were fed into the text-generating RNN. In addition, similar to the knowledge
transfer from image domain to video domain [Yao et al. 2012, 2015c], Liu and Shi
[2016] leveraged the learned models on image captioning to generate a caption
for each video frame and incorporate the obtained captions, regarded as the at-
tributes of each frame, into a sequence-to-sequence architecture to generate video
descriptions. Most recently, with the encouraging performance boost reported on
the image captioning task by additionally utilizing high-level image attributes in
Yao et al. [2016], Pan et al. [2016c] further leveraged semantic attributes learned
from both images and videos with a transfer unit for enhancing video sentence
generation.

1.4.3 A Common Architecture for Video Captioning
To better summarize the frameworks of video captioning by sequence learning, we
illustrate a common architecture as shown in Figure 1.7. Given a video, 2D and/or
3D CNNs are utilized to extract visual features on raw video frames, optical flow
images, and video clips. The video-level representations are produced by mean
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Figure 1.7 A common architecture for video captioning by sequence learning. The video represen-
tations are produced by mean pooling or soft-attention over the visual features of raw
video frames/optical flow images/video clips, extracted by 2D/3D CNNs. The sentence
is generated word by word in the following LSTM, based on the video representations.

pooling or soft attention over these visual features. Then, an LSTM is trained for
generating a sentence based on the video-level representations.

Technically, suppose we have a video V with Nv sample frames/optical im-
ages/clips (uniform sampling) to be described by a textual sentence S, where S =
{w1, w2, . . . , wNs

} consisting of Ns words. Let v ∈ R
Dv and wt ∈ R

Dw denote the Dv-
dimensional visual features of a video V and the Dw-dimensional textual features
of the t -th word in sentence S, respectively. As a sentence consists of a sequence of
words, a sentence can be represented by a Dw ×Ns matrix W ≡ [w1, w2, . . . , wNs

],
with each word in the sentence as its column vector. Hence, given the video rep-
resentations v, we aim to estimate the conditional probability of the output word
sequence {w1, w2, . . . , wNs

}, i.e.,

Pr (w1, w2, . . . , wNs
|v). (1.3)

Since the model produces one word in the sentence at each time step, it is
natural to apply the chain rule to model the joint probability over the sequential
words. Thus, the log probability of the sentence is given by the sum of the log
probabilities over the words and can be expressed as:

log Pr (W|v)=
Ns∑
t=1

log Pr
(

wt

∣∣ v , w1, . . . , wt−1
)

. (1.4)
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In the model training, we feed the start sign word #start into LSTM, which
indicates the start of the sentence generation process. We aim to maximize the log
probability of the output video description S given the video representations, the
previous words it has seen, and the model parameters θ , which can be formulated as

θ∗ = arg max
θ

Ns∑
t=1

log Pr
(

wt

∣∣ v , w1, . . . , wt−1; θ
)

. (1.5)

This log probability is calculated and optimized over the whole training dataset
using stochastic gradient descent. Note that the end sign word #end is required to
terminate the description generation. During inference, we choose the word with
maximum probability at each time step and set it as the LSTM input for the next
time step until the end sign word is emitted.

Summary
The introduction of the video captioning problem is relatively new. Recently, this
task has sparked significant interest and may be regarded as the ultimate goal of
video understanding. Video captioning is a complex problem and has been initially
forwarded by the fundamental technological advances in recognition that can ef-
fectively recognize key objects or scenes from video contents. The developments of
RNNs in machine translation have further accelerated the growth of this research
direction. The recent results, although encouraging, are still indisputably far from
practical use, as the forms of the generated sentences are simple and the vocabulary
is still limited. How to generate free-form sentences and support open vocabulary
are vital issues for the future of this task.

1.5 Benchmarks and Challenges
We now discuss popular benchmarks and challenges for video classification (Sec-
tion 1.5.1) and video captioning (Section 1.5.2).

1.5.1 Classification
Research on video classification has been stimulated largely by the release of the
large and challenging video datasets such as UCF101 [Soomro et al. 2012], HMDB51
[Kuehne et al. 2011], and FCVID [Jiang et al. 2015], and by the open challenges
organized by fellow researchers, including the THUMOS challenge [Jiang et al.
2014b], the ActivityNet Large Scale Activity Recognition Challenge [Heilbron et al.
2015], and the TRECVID multimedia event detection (MED) task [Over et al. 2014].
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Table 1.1 Popular benchmark datasets for video classification, sorted by the year of
construction

Dataset #Video #Class Released Year Background

KTH 600 6 2004 Clean Static

Weizmann 81 9 2005 Clean Static

Kodak 1,358 25 2007 Dynamic

Hollywood 430 8 2008 Dynamic

Hollywood2 1,787 12 2009 Dynamic

MCG-WEBV 234,414 15 2009 Dynamic

Olympic Sports 800 16 2010 Dynamic

HMDB51 6,766 51 2011 Dynamic

CCV 9,317 20 2011 Dynamic

UCF-101 13,320 101 2012 Dynamic

THUMOS-2014 18,394 101 2014 Dynamic

MED-2014 (Dev. set) ≈31,000 20 2014 Dynamic

Sports-1M 1,133,158 487 2014 Dynamic

ActivityNet 27,901 203 2015 Dynamic

EventNet 95,321 500 2015 Dynamic

MPII Human Pose 20,943 410 2014 Dynamic

FCVID 91,223 239 2015 Dynamic

In the following, we first discuss related datasets according to the list shown in
Table 1.1, and then summarize the results of existing works.

1.5.1.1 Datasets
KTH dataset is one of the earliest benchmarks for human action recognition

[Schuldt et al. 2004]. It contains 600 short videos of 6 human actions per-
formed by 25 people in four different scenarios.

Weizmann dataset is another very early and simple dataset, consisting of 81
short videos associated with 9 actions performed by 9 actors [Blank et al.
2005].

Kodak Consumer Videos dataset was recorded by around 100 customers of
the Eastman Kodak Company [Loui et al. 2007]. The dataset collected 1,358
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video clips labeled with 25 concepts (including activities, scenes, and single
objects) as a part of the Kodak concept ontology.

Hollywood Human Action dataset contains 8 action classes collected from 32
Hollywood movies, totaling 430 video clips [Laptev et al. 2008]. It was fur-
ther extended to the Hollywood2 [Marszalek et al. 2009] dataset, which is
composed of 12 actions from 69 Hollywood movies with 1,707 video clips in
total. This Hollywood series is challenging due to cluttered background and
severe camera motion throughout the datasets.

MCG-WEBV dataset is another large set of YouTube videos that has 234,414 web
videos with annotations on several topic-level events like “a conflict at Gaza”
[Cao et al. 2009].

Olympic Sports includes 800 video clips and 16 action classes [Niebles et al.
2010]. It was first introduced in 2010 and, unlike in previous datasets, all the
videos were downloaded from the Internet.

HMDB51 dataset comprises 6,766 videos annotated into 51 classes [Kuehne
et al. 2011]. The videos are from a variety of sources, including movies and
YouTube consumer videos.

Columbia Consumer Videos (CCV) dataset was constructed in 2011, aiming to
stimulate research on Internet consumer video analysis [Jiang et al. 2011]. It
contains 9,317 user-generated videos from YouTube, which were annotated
into 20 classes, including objects (e.g., “cat” and “dog”), scenes (e.g., “beach”
and “playground”), sports events (e.g., “basketball” and “soccer”), and social
activities (e.g., “birthday” and “graduation”).

UCF-101 & THUMOS-2014 dataset is another popular benchmark for human ac-
tion recognition in videos, consisting of 13,320 video clips (27 hours in total)
with 101 annotated classes such as “diving” and “weight lifting” [Soomro
et al. 2012]. More recently, the THUMOS-2014 Action Recognition Challenge
[Jiang et al. 2014b] created a benchmark by extending the UCF-101 dataset
(used as the training set). Additional videos were collected from the Internet,
including 2,500 background videos, 1,000 validation videos, and 1,574 test
videos.

TRECVID MED dataset was released and annually updated by the task of MED,
created by NIST since 2010 [Over et al. 2014]. Each year an extended data-
set based on datasets from challenges of previous years is constructed and
released for worldwide system comparison. For example, in 2014 the MED
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dataset contained 20 events, such as “birthday party,” “bike trick,” etc. Ac-
cording to NIST, in the development set, there are around 8,000 videos for
training and 23,000 videos used as dry-run validation samples (1,200 hours
in total). The MED dataset is only available to the participants of the task,
and the labels of the official test set (200,000 videos) are not available even
to the participants.

Sports-1M dataset consists of 1 million YouTube videos in 487 classes, such
as “bowling,” “cycling,” “rafting,” etc., and has been available since 2014
[Karpathy et al. 2014]. The video annotations were automatically derived by
analyzing online textual contexts of the videos. Therefore the labels of this
dataset are not clean, but the authors claim that the quality of annotation is
fairly good.

ActivityNet dataset is another large-scale video dataset for human activity recog-
nition and understanding and was released in 2015 [Heilbron et al. 2015]. It
consists of 27,801 video clips annotated into 203 activity classes, totaling 849
hours of video. Compared with existing datasets, ActivityNet contains more
fine-grained action categories (e.g., “drinking beer” and “drinking coffee”).

EventNet dataset consists of 500 events and 4,490 event-specific concepts and
was released in 2015 [Ye et al. 2015a]. It includes automatic detection models
for its video events and some constituent concepts, with around 95,000
training videos from YouTube. Similarly to Sports-1M, EventNet was labeled
by online textual information rather than manually labeled.

MPII Human Pose dataset includes around 25,000 images containing over
40,000 people with annotated body joints [Andriluka et al. 2014]. According
to an established taxonomy of human activities (410 in total), the collected
images (from YouTube videos) were provided with activity labels.

Fudan-Columbia Video Dataset (FCVID) dataset contains 91,223 web videos
annotated manually into 239 categories [Jiang et al. 2015]. The categories
cover a wide range of topics, such as social events (e.g., “tailgate party”),
procedural events (e.g., “making cake”), object appearances (e.g., “panda”),
and scenes (e.g., “beach”).

1.5.1.2 Challenges
To advance the state of the art in video classification, several challenges have been
introduced with the aim of exploring and evaluating new approaches in realistic
settings. We briefly introduce three representative challenges here.
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THUMOS Challenge was first introduced in 2013 in the computer vision com-
munity, aiming to explore and evaluate new approaches for large-scale action
recognition of Internet videos [Idrees et al. 2016]. The three editions of the
challenge organized in 2013–2015 made THUMOS a common benchmark
for action classification and detection.

TRECVID Multimedia Event Detection (MED) Task aims to detect whether a
video clip contains an instance of a specific event [Awad et al. 2016, Over
et al. 2015, Over et al. 2014]. Specifically, based on the released TRECVID
MED dataset each year, each participant is required to provide for each
testing video the confidence score of how likely one particular event is
to happen in the video. Twenty pre-specified events are used each year,
and this task adopts the metrics of average precision (AP) and inferred
AP for event detection. Each event was also complemented with an event
kit, i.e., the textual description of the event as well as the potentially use-
ful information about related concepts that are likely contained in the
event.

ActivityNet Large Scale Activity Recognition Challenge was first organized as
a workshop in 2016 [Heilbron et al. 2015]. This challenge is based on the
ActivityNet dataset [Heilbron et al. 2015], with the aim of recognizing high-
level and goal-oriented activities. By using 203 activity categories, there are
two tasks in this challenge: (1) Untrimmed Classification Challenge, and
(2) Detection Challenge, which is to predict the labels and temporal extents
of the activities present in videos.

1.5.1.3 Results of Existing Methods
Some of the datasets introduced above have been popularly adopted in the lit-
erature. We summarize the results of several recent approaches on UCF-101 and
HMDB51 in Table 1.2, where we can see the fast pace of development in this area.
Results on video classification are mostly measured by the AP (for a single class)
and mean AP (for multiple classes), which are not introduced in detail as they are
well known.

1.5.2 Captioning
A number of datasets have been proposed for video captioning; these commonly
contain videos that have each been paired with its corresponding sentences anno-
tated by humans. This section summarizes the existing datasets and the adopted
evaluation metrics, followed by quantitative results of representative methods.



24 Chapter 1 Deep Learning for Video Classification and Captioning

Table 1.2 Comparison of recent video classification methods on UCF-101 and HMDB51
datasets

Methods UCF-101 HMDB51

LRCN [Donahue et al. 2017] 82.9 —

LSTM-composite [Srivastava et al. 2015] 84.3 —

FST CN [Sun et al. 2015] 88.1 59.1

C3D [Tran et al. 2015] 86.7 —

Two-Stream [Simonyan and Zisserman 2014] 88.0 59.4

LSTM [Ng et al. 2015] 88.6 —

Image-Based [Zha et al. 2015] 89.6 —

Transformation CNN [Wang et al. 2016c] 92.4 63.4

Multi-Stream [Wu et al. 2016] 92.6 —

Key Volume Mining [Zhu et al. 2016] 92.7 67.2

Convolutional Two-Stream [Feichtenhofer et al. 2016] 93.5 69.2

Temporal Segment Networks [Wang et al. 2016b] 94.2 69.4

Table 1.3 Comparison of video captioning benchmarks

Dataset Context Sentence Source #Videos #Clips #Sentences #Words

MSVD Multi-category AMT workers — 1,970 70,028 607,339

TV16-VTT Multi-category Humans 2,000 — 4,000 —

YouCook Cooking AMT workers 88 — 2,668 42,457

TACoS-ML Cooking AMT workers 273 14,105 52,593 —

M-VAD Movie DVS 92 48,986 55,905 519,933

MPII-MD Movie Script+DVS 94 68,337 68,375 653,467

MSR-VTT-10K 20 categories AMT workers 7,180 10,000 200,000 1,856,523

1.5.2.1 Datasets
Table 1.3 summarizes key statistics and comparisons of popular datasets for video
captioning. Figure 1.8 shows a few examples from some of the datasets.

Microsoft Research Video Description Corpus (MSVD) contains 1,970
YouTube snippets collected on Amazon Mechanical Turk (AMT) by request-
ing workers to pick short clips depicting a single activity [Chen and Dolan
2011]. Annotators then label the video clips with single-sentence descrip-
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(a) MSVD dataset

(b) M-VAD dataset

Sentences:
•  A dog walks around on its front legs.
•  The dog is doing a handstand.
•  A pug is trying for balance walk on two legs.

Sentences:
•  A man lights a match book on fire.
•  A man playing with fire sticks.
•  A man lights matches and yells.

Sentence:
•  He places his hands around her waist as she
•  opens her eyes.

Sentence:
•  Someone’s car is stopped by a couple of
•  uniformed police.

Sentences:
•  People practising volleyball in the play ground.
•  A man is hitting a ball and he falls.
•  A man is playing a football game on green land.

Sentences:
•  A cat is hanging out in a bassinet with a baby.
•  The cat is in the baby bed with the baby.
•  A cat plays with a child in a crib.

Sentence:
•  Later he drags someone through a jog.

Sentence:
•  A waiter brings a pastry with a candle.

(c) MPII-MD dataset

(d) MSR-VTT-10K dataset

Figure 1.8 Examples from (a) MSVD, (b) M-VAD, (c) MPII-MD, and (d) MSR-VTT-10K datasets.
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tions. The original corpus has multi-lingual descriptions, but only the En-
glish descriptions are commonly exploited on video captioning tasks. Specif-
ically, there are roughly 40 available English descriptions per video and the
standard split of MSVD is 1,200 videos for training, 100 for validation, and
670 for testing, as suggested in Guadarrama et al. [2013].

YouCook dataset consists of 88 in-house cooking videos crawled from
YouTube and is roughly uniformly split into six different cooking styles, such
as baking and grilling [Das et al. 2013]. All the videos are in a third-person
viewpoint and in different kitchen environments. Each video is annotated
with multiple human descriptions by AMT. Each annotator in AMT is in-
structed to describe the video in at least three sentences totaling a minimum
of 15 words, resulting in 2,668 sentences for all the videos.

TACoS Multi-Level Corpus (TACoS-ML) is mainly built [Rohrbach et al. 2014]
based on MPII Cooking Activities dataset 2.0 [Rohrbach et al. 2015c], which
records different activities used when cooking. TACoS-ML consists of 185
long videos with text descriptions collected via AMT workers. Each AMT
worker annotates a sequence of temporal intervals across the long video,
pairing every interval with a single short sentence. There are 14,105 distinct
intervals and 52,593 sentences in total.

Montreal Video Annotation Dataset (M-VAD) is composed of about 49,000 DVD
movie snippets, which are extracted from 92 DVD movies [Torabi et al.
2015]. Each movie clip is accompanied by one single sentence from semi-
automatically transcribed descriptive video service (DVS) narrations. The fact
that movies always contain a high diversity of visual and textual content, and
that there is only one single reference sentence for each movie clip, has made
the video captioning task on the M-VAD dataset very challenging.

MPII Movie Description Corpus (MPII-MD) is another collection of movie de-
scriptions dataset that is similar to M-VAD [Rohrbach et al. 2015b]. It con-
tains around 68,000 movie snippets from 94 Hollywood movies and each
snippet is labeled with one single sentence from movie scripts and DVS.

MSR Video to Text (MSR-VTT-10K) is a recent large-scale benchmark for video
captioning that contains 10K Web video clips totalling 41.2 hours, covering
the most comprehensive 20 categories obtained from a commercial video
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search engine, e.g., music, people, gaming, sports, and TV shows [Xu et al.
2016]. Each clip is annotated with about 20 natural sentences by AMT work-
ers. The training/validation/test split is provided by the authors with 6,513
clips for training, 2,990 for validation, and 497 for testing.

The TRECVID 2016 Video to Text Description (TV16-VTT) is another recent video
captioning dataset that consists of 2,000 videos randomly selected from
Twitter Vine videos [Awad et al. 2016]. Each video has a total duration of
about 6 seconds and is annotated with 2 sentences by humans. The human
annotators are asked to address four facets in the generated sentences: who
the video is describing (kinds of persons, animals, things) and what the
objects and beings are doing, plus where it is taking place and when.

1.5.2.2 Evaluation Metrics
For quantitative evaluation of the video captioning task, three metrics are com-
monly adopted: BLEU@N [Papineni et al. 2002], METEOR [Banerjee and Lavie
2005], and CIDEr [Vedantam et al. 2015]. Specifically, BLEU@N is a popular ma-
chine translation metric which measures the fraction of N-gram (up to 4-gram)
in common between a hypothesis and a reference or set of references. However,
as pointed out in Chen et al. [2015], the N-gram matches for a high N (e.g., 4)
rarely occur at a sentence level, resulting in poor performance of BLEU@N espe-
cially when comparing individual sentences. Hence, a more effective evaluation
metric, METEOR, utilized along with BLEU@N , is also widely used in natural
language processing (NLP) community. Unlike BLEU@N , METEOR computes uni-
gram precision and recall, extending exact word matches to include similar words
based on WordNet synonyms and stemmed tokens. Another important metric for
image/video captioning is CIDEr, which measures consensus in image/video cap-
tioning by performing a Term Frequency Inverse Document Frequency (TF-IDF)
weighting for each N-gram.

1.5.2.3 Results of Existing Methods
Most popular methods of video captioning have been evaluated on MSVD [Chen
and Dolan 2011], M-VAD [Torabi et al. 2015], MPII-MD [Rohrbach et al. 2015b], and
TACoS-ML [Rohrbach et al. 2014] datasets. We summarize the results on these four
datasets in Tables 1.4, 1.5, and 1.6. As can be seen, most of the works are very re-
cent, indicating that video captioning is an emerging and fast-developing research
topic.



Table 1.4 Reported results on the MSVD dataset, where B@N , M, and C are short for
BLEU@N , METEOR, and CIDEr-D scores, respectively

Methods B@1 B@2 B@3 B@4 M C

FGM [Thomason et al. 2014] — — — 13.7 23.9 —

LSTM-YT [Venugopalan et al. 2015b] — — — 33.3 29.1 —

MM-VDN [Xu et al. 2015a] — — — 37.6 29.0 —

S2VT [Venugopalan et al. 2015a] — — — — 29.8 —

S2FT [Liu and Shi 2016] — — — — 29.9 —

SA [Yao et al. 2015a] 80.0 64.7 52.6 41.9 29.6 51.7

Glove+Deep Fusion [Venugopalan et al. 2016] — — — 42.1 31.4 —

LSTM-E [Pan et al. 2016b] 78.8 66.0 55.4 45.3 31.0 —

GRU-RCN [Ballas et al. 2016] — — — 43.3 31.6 68.0

h-RNN [Yu et al. 2016] 81.5 70.4 60.4 49.9 32.6 65.8

All values are reported as percentages (%).

Table 1.5 Reported results on (a) M-VAD and (b) MPII-MD
datasets, where M is short for METEOR

M-VAD dataset
Methods M

SA [Yao et al. 2015a] 4.3

Mean Pool [Venugopalan et al. 2015a] 6.1

Visual-Labels [Rohrbach et al. 2015a] 6.4

S2VT [Venugopalan et al. 2015a] 6.7

Glove+Deep Fusion [Venugopalan et al. 2016] 6.8

LSTM-E [Pan et al. 2016b] 6.7

MPII-MD dataset
Methods M

SMT [Rohrbach et al. 2015b] 5.6

Mean Pool [Venugopalan et al. 2015a] 6.7

Visual-Labels [Rohrbach et al. 2015a] 7.0

S2VT [Venugopalan et al. 2015a] 7.1

Glove+Deep Fusion [Venugopalan et al. 2016] 6.8

LSTM-E [Pan et al. 2016b] 7.3

All values are reported as percentages (%).
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Table 1.6 Reported results on the TACoS-ML dataset, where B@N , M, and C are short
for BLEU@N , METEOR, and CIDEr-D scores, respectively

Methods B@1 B@2 B@3 B@4 M C

CRF-T [Rohrbach et al. 2013] 56.4 44.7 33.2 25.3 26.0 124.8

CRF-M [Rohrbach et al. 2014] 58.4 46.7 35.2 27.3 27.2 134.7

LRCN [Donahue et al. 2017] 59.3 48.2 37.0 29.2 28.2 153.4

h-RNN [Yu et al. 2016] 60.8 49.6 38.5 30.5 28.7 160.2

All values are reported as percentages (%).

1.6 Conclusion
In this chapter, we have reviewed state-of-the-art deep learning techniques on two
key topics related to video analysis, video classification and video captioning, both
of which rely on the modeling of the abundant spatial and temporal information in
videos. In contrast to hand crafted features that are costly to design and have lim-
ited generalization capability, the essence of deep learning for video classification is
to derive robust and discriminative feature representations from raw data through
exploiting massive videos with an aim to achieve effective and efficient recogni-
tion, which could hence serve as a fundamental component in video captioning.
Video captioning, on the other hand, focuses on bridging visual understanding
and language description by joint modeling. We also provided a review of popu-
lar benchmarks and challenges for both video classification and captioning tasks.
Though extensive efforts have been made in video classification and captioning
with deep learning, we believe we are just beginning to unleash the power of deep
learning in the big video data era. Given the substantial amounts of videos gener-
ated at an astounding speed every hour and every day, it remains a challenging open
problem how to derive better video representations with deep learning modeling
the abundant interactions of objects and their evolution over time with limited (or
without any) supervisory signals to facilitate video content understanding (i.e., the
recognition of human activities and events as well as the generation of free-form
and open-vocabulary sentences for describing videos). We hope this chapter sheds
light on the nuts and bolts of video classification and captioning for both current
and new researchers.
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What do the fields of robotics, human–computer interaction, AI, video retrieval,
privacy, cybersecurity, Internet of Things, and big data all have in common? They
all work with various sources of data: visual, textual, time stamps, links, records.
But there is one source of data that has been almost completely ignored by the
academic community—sound.

Our comprehension of the world relies critically on audition—the ability to
perceive and interpret the sounds we hear. Sound is ubiquitous, and is a unique
source of information about our environment and the events occurring in it. Just
by listening, we can determine whether our child’s laughter originated inside or
outside our house, how far away they were when they laughed, and whether the
window through which the sound passed was open or shut. The ability to derive
information about the world from sound is a core aspect of perceptual intelligence.

Auditory inferences are often complex and sophisticated despite their routine
occurrence. The number of possible inferences is typically not enumerable, and
the final interpretation is not merely one of selection from a fixed set. And yet
humans perform such inferences effortlessly, based only on sounds captured using
two sensors, our ears.

Electronic devices can also “perceive” sound. Every phone and tablet has at
least one microphone, as do most cameras. Any device or space can be equipped



32 Chapter 2 Audition for Multimedia Computing

with microphones at minimal expense. Indeed, machines can not only “listen”;
they have potential advantages over humans as listening devices, in that they can
communicate and coordinate their experiences in ways that biological systems
simply cannot. Collections of devices that can sense sound and communicate with
each other could instantiate a single electronic entity that far surpasses humans in
its ability to record and process information from sound.

And yet machines at present cannot truly hear. Apart from well-developed efforts
to recover structure in speech and music, the state of the art in machine hearing
is limited to relatively impoverished descriptions of recorded sounds: detecting
occurrences of a limited pre-specified set of sound types, and their locations. Al-
though researchers typically envision artificially intelligent agents such as robots to
have human-like hearing abilities, at present the rich descriptions and inferences
humans can make about sound are entirely beyond the capability of machine sys-
tems.

In this chapter, we suggest establishing the field of Computer Audition to de-
velop the theory behind artificial systems that extract information from sound. Our
objective is to enable computer systems to replicate and exceed human abilities.
This chapter describes the challenges of this field.

2.1 A New Field
As just stated, the goal for the field of Computer Audition is to enable machine
systems to replicate and surpass the inferences humans make from sound. The
central challenge is that human listening abilities extend far beyond the simple
localization and limited classification that are the mainstay of contemporary ma-
chine perception. The rich inferences we can make from sound enable us to answer
a vast range of questions about what caused the sound. We consider this ability to
be a defining characteristic of auditory perceptual intelligence, and seek machine
systems with similar sophistication. Not only are we not restricted to fixed vocabu-
laries of sounds, but we would be able to identify structure in sounds we’ve never
heard before (as when we repeat back unfamiliar words in a spoken sentence), in-
fer and account for interactions of different effects (e.g., the effects of distance
and source intensity), and make inferences about causes (as when a jar falls on the
floor).

In Computer Audition, we define “acoustic intelligence” as the ability to make
inferences about the world and answer questions based on analysis of sound. This
represents a basic change of perspective from the usual approach, which attempts
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to describe what was “heard.” Instead, we suggest approaching the problem as that
of deriving inferences from sound to respond to posed queries.

The primary distinction between the two approaches is that the former attempts
to explicitly describe audio in terms of a well-defined set of sound events or phe-
nomena, e.g., “engine sound,” “baby crying,” etc. The expressiveness of such analy-
sis is limited to the size of the set of sound events/phenomena for which we possess
models; the expressiveness can only be enhanced by increasing the size of this set.
To use a Boolean analogy, it is based on explicit evaluation of an enumerable set of
propositions; propositions outside this set cannot be verified.

The alternative approach that we advocate is, by contrast, open ended. An
“acoustically intelligent” system must be able to respond to any sound-related
query; the inferences derived from the sound must now be query-specific. Queries
could, in principle, be unrestricted, ranging from the simple descriptors of the
usual classification-based analysis( e.g., “Did we hear an ambulance?”) to those
needing higher-level inferences—for example, instance-level inferences (“Did we
just hear an accident?”), temporal inferences (“Did X happen before Y”), patterns
(“Does X generally happen before Y when Z?”), meta inferences (“Was the window
closed?” or “Did my child just trip?”), spatial inferences (“Where is X in relation to
Y?”), structural questions (“Have we heard something like this before?”), semantic
inferences (“Is this an abnormal heartbeat?”) or (“Is this an abnormal heartbeat
pattern that we have in our archives?”), and so on.

In order to realize such intelligence, many challenges must be addressed, some
of which are illustrated in Figure 2.1. It is important to note that our goal is to enable
an open audio intelligence that will allow users to compose novel queries, and not
just a system that only operates with prepackaged questions. We expand on some
of the challenges in this chapter.
We believe Computer Audition systems will need to infer structured representa-
tions of generative processes in the world rather than simply learning to relate
class labels to input signals. These challenges require an academic field that is
willing to take risks that are not in the short-term interest of the computing in-
dustry. This field will be uniquely positioned inside multimedia computing, next
to similar fields such as Computer Vision and Natural Language Processing (see
Figure 2.2).

We position this new field of Computer Audition clearly inside multimedia
computing. Not only are there analogies to Computer Vision and other multimedia-
related fields but, historically, audio analysis research has been performed on
corpora that were designed for a specific task, such as speech recognition, speaker
identification, language recognition, etc. Having been constructed to serve specific
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– Have you heard that sound before?
– How many times did you hear this?
– Did you hear this in proximity to that?
– How many sounds were there?
– What does this sound mean?
– Does this sound always precede the other one?
– …      

Data
collection

Preprocessing
and representation

User query

Audio statistics

Sound models and
knowledge database

1. I heard 3 new sounds
2. The most common sound is …
3. This sound seems to cause that one
4. This sound is a little different from usual
5. This sound changes the most over the data     
6. …

Figure 2.1 An exemplary computational audition system. Data collection is followed by trans-
formation to more informative representations. Cross-referencing with multiple pre-
trained sound models will result in initial semantic information that can be leveraged
to create a list of automatically created observations and statistics, as well as to facilitate
multiple user queries. These systems should be designed to be flexible, i.e., applicable
to different audio domains—e.g., bio-acoustical data, music recordings, mechanical
vibration readings, ecosystem recordings, etc.—and will allow for queries from domain
experts who want to extract useful information.

research questions, these corpora are not representative of the diversity of signals
occurring on the Internet, or by extension, in the natural world itself.

The popularity of published consumer-produced videos, however, makes wild
audio data available at never-before-seen scale and therefore, for the first time in
history, has made it possible to perform generic audio research. Handling generic
audio with varied background noises, building classifiers for a large set of events, or
coping with overlapping sounds are some of the problems that have been neglected
due to the historical focus on carefully curated speech and music processing cor-
pora. Moreover, work on consumer-produced videos lends itself better to exploring
multimodal solutions.

Distinct from most existing work in audio recognition, the field should be prin-
cipally oriented toward the understanding of “natural audio” (i.e., audio not based
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Multimedia computing

Computer vision

Computer audition

Speech
processing

Music
processing

CASA

Area being worked on Area not being worked on

Natural
language

processing

Figure 2.2 Positioning Computer Audition as a field relative to related disciplines; the white region
has been neglected, in part due to lack of relevant data.

on lab-produced corpora, but recorded in natural environments), and will inves-
tigate automatic approaches that allow computers to “listen” and make sensible
analyses of the components of natural audio. The field will encompass a range of
areas, including signal processing, to derive representations that enable analysis of
complex audio signals, pattern modeling, and recognition for detection of concepts
and their relationship to one another, assignment of semantics to sound with and
without labeled examples, and inference algorithms to analyze complex mixtures.
Together they will enable an automated decomposition of audio to provide various
forms of description that effectively represent a comprehension of the audio, and
can facilitate the human-like analyses illustrated above.

2.2 Background
The topic of general understanding of natural audio for purposes of Computer Au-
dition has not yet seen much attention in the multimedia nor the general academic
community, as most of the research in the area was based on corpus-data created in
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laboratories. A subset of previous work for natural audio analysis and understand-
ing include, acoustic event detection, overlap detection and separation of different
acoustic sources, blind source separation, computational auditory scene analysis,
music signal processing, user verification, location estimation, the automatic dis-
covery of atomic acoustic units, and various speech-related tasks (such as speech
recognition, speaker recognition, and diarization). Past work in audio analysis and
classification that is relevant to Computer Audition falls into three broad areas:
speech recognition, source separation, and environmental sound recognition.

Speech recognition is the most intensely studied topic in audio, and a great
many representations and learning techniques have originated in this area.
Consequently, while developments in the field have no direct application
to Computer Audition, many of the general approaches (such as short-
time spectral feature vectors, statistical classifiers, and time-series model-
ing techniques) are useful. Most relevant is work in noise robust speech
recognition—recognition of speech in the presence of interfering noise
[Moreno et al. 1996, Raj and Stern 2005, Wilson et al. 2008, Seltzer et al.
2004, Ellis et al. 2001]. Other related problems in speech recognition with
strong analogues in Computer Audition occur in speaker diarization [Baokye
et al. 2008a, Baokye et al. 2008b, Imseng and Friedland 2010]—the task of
segmenting recorded conversations by speaker—and speaker recognition
[Garćıa-Perera et al. 2012, Garćıa-Perera et al. 2013b, Garćıa-Perera et al.
2013a, Friedland and van Leeuwen 2010]—the task of identifying a speaker
in a conversation. The Gaussian Mixture Model based techniques for speaker
recognition have also been applied to the detection of acoustic events in
consumer-produced videos [Mertens et al. 2011b] as part of TRECVID MED.

Source separation covers a range of approaches for dealing with the ubiquitous
overlap of acoustic signals, an issue that is particularly prevalent in natural
audio. Classic approaches include blind source separation (BSS), most pop-
ularly performed by independent component analysis [Bell and Sejnowski
1995, Smaragdis 1998]. Though elegant, this approach generally requires
multiple sensor recordings (microphones) and assumes spatially compact
sound sources, ruling out most real-world recordings. Another classic ap-
proach is computational auditory scene analysis (CASA) [Brown and Cooke
1994, Wang et al. 2006], which takes inspiration from the experimental psy-
chology of listeners’ perceptions of sound scenes, but still with a focus on
reconstructing isolated target sounds, frequently from artificially controlled
mixtures.
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The most popular domain for CASA and similar systems is mixtures of two voices
(including the Grid corpus [Cooke et al. 2006]). which can be separated. for in-
stance. by exploiting the pitch tracks of both target and interference [Weintraub
1985, Brown and Cooke 1994, Hu and Wang 2003], or by using a speech recog-
nizer to search for “legal” speech sound sequences consistent with the mixture
[Hershey et al. 2010]. When the speech is from unknown sources, recorded in poor
acoustic conditions, and/or mixed with non-stationary noise with unpredictable
characteristics, all these approaches will encounter great difficulty. The “latent vari-
able analysis” (LVA) approach [P. Smaragdis 2012, M. Shashanka 2008, Smaragdis
and Raj 2011, Raj et al. 2011, Smaragdis and Raj 2010, Mysore et al. 2010, Raj
et al. 2010a, Raj et al. 2010b, Wilson and Raj 2010, Singh et al. 2010a, Smaragdis
et al. 2009b, Smaragdis et al. 2009a] learns the natural building blocks of indi-
vidual sound sources by modeling them as sparse, convolutive compositions of
over-complete bases. Sources are separated by algebraically identifying the building
blocks from individual sound sources in composite sound mixtures. This approach
is the basis of many state-of-the-art source separation algorithms today and will
probably play an important role in the new field.

After speech, the most intensively studied class of audio is music signals. Fol-
lowing a series of early attempts at direct transcription of music audio [Moorer
1975, Mellinger 1991, Maher and Beauchamp 1994, Goto 2001, Klapuri 2003], the
past decade has seen a rapid growth in systems for extracting information from mu-
sic audio known as “music information retrieval,” and exemplified by the annual
formal MIREX evaluations [Downie 2008]. The tasks addressed have broadened to
include classification of genre [Tzanetakis and Cook 2002], mood, etc., and tran-
scription of key, time signatures, and chords [Sheh and Ellis 2003]. Surprisingly, the
audio features used in speech recognition—namely, Mel-Frequency Cepstral Coef-
ficients (MFCCs) calculated over windows of a few tens of milliseconds—have also
proven very successful for artist, genre, and instrumentation classification [Logan
2000]. MFCCs, however, deliberately attempt to be invariant to pitch (fundamental
frequency) content, so they have frequently been augmented by so-called “chroma”
features [Fujishima 1999] which typically fold tonal energy in the spectrum into a
twelve-semitone vector where octave information (e.g., the distinction between C4
(262 Hz) and C5 (524 Hz)) has been removed. Chroma features have been partic-
ularly successful for chord recognition and matching of alternative musical per-
formances (“cover songs”). More music-specific features have been suggested for
some other specific tasks (e.g., the “beat histogram” for rhythmic classification
[Tzanetakis and Cook 2002]). The multimedia field has become active in the de-
velopment of this field, especially after the release of the 1 Million Song Corpus.
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A series of publications on music classification by artist, genre, and tag [Berenzweig
et al. 2004, Mandel and Ellis 2005, Mandel and Ellis 2008]; transcription of chords,
notes, and rhythm [Poliner and Ellis 2007, Ellis 2007, Sheh and Ellis 2003]; and
modeling music preference and similarity [Ellis and Poliner 2007, Jensen et al.
2009, Bertin-Mahieux and Ellis 2011, Müller et al. 2011] have been published in
recent years.

The history of environmental sound classification originated with efforts to
distinguish speech from nonspeech (typically music). This approach has since
been extended to larger numbers of “generic” categories including things like
environmental and man-made sounds (e.g., surveys by Chachada and Kuo [2014]
and Duan et al. [2014] and the many papers cited therein), or mixtures of more than
one class [Zhang and Kuo 2001], as well as a number of special cases such as finding
pivotal events in sports videos [Xu et al. 2003, Xiong et al. 2003], or recognizing gun
shots [Valenzise et al. 2007, Pikrakis et al. 2008] and bird sounds [Bardeli et al. 2010,
Potamitis et al. 2014].

However, much of the recent effort in this area has focused on building clas-
sifiers for clearly specified lists of sound classes using carefully collected training
data: the thrust being on improving the classifiers, and on collection of the data
itself. Little attention has been paid to how the sound classes themselves may be
defined. For instance, the CHIL Acoustic Event Detection campaign [Temko et al.
2006] compared several systems on a task of identifying individual “meeting room”
events such as footsteps and cup clinks in both staged and real scenarios. More re-
cently, the Detection and Classification of Acoustic Scenes and Events (D-CASE)
challenge [Giannoulis et al. 2013], sponsored by the IEEE, included evaluation of
a few “office” events (cough, phone, etc.) and also a broader task of classifying 30-
second excerpts into 10 scene categories (street, supermarket, etc.). Participants
reported an interesting range of results. However, the task implies small, closed
sets of events and environments with no path to scale up to unconstrained, real-
world audio.

Interest in the task of classifying relatively long snippets of audio into event
categories has also been driven by the recently completed US-based IARPA Aladdin
program. The task here is to recognize categories such as woodworking, doing a
skateboard trick, parkour, etc., from the audio. However, the task itself is coarse-
grained, only requiring categorization of entire recordings, rather than generating
finer description.

In other work, researchers have developed approaches to recognizing environ-
mental sounds based on automatically discovering the atomic units that compose
the sounds, and the patterns of repetition that characterize different semantic enti-
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ties in it [Chaudhuri and Raj 2011, 2012, Chaudhuri et al. 2011, 2012, Kumar et al.
2012]. Researchers have investigated how a library of sound events may be built
up through automated and semi-supervised analysis of co-occurrences of these
patterns in sound recordings, and how semantic assignments may be made by
matching them to text and other descriptors. Other work has also developed theo-
retical machine learning frameworks to enable and analyze sparse estimation and
structure discovery [Bahmani and Raj 2013, Bahmani et al. 2011, Bahmani et al.
2016].

A related environmental audio task is “geolocation”—recovering geographic
location from ambient sound recordings. Friedland at ICSI pioneered this task,
using Flickr videos from the MediaEval dataset [MediaEval 2010], in which audio
was one of the modalities investigated. The ICSI location estimation system, for
example, was able to locate 38.2% of the videos to within 10 km of the actual
geo-location embedded in their metadata [Choi et al. 2011]. The Flickr videos, a
precursor to the YFCC100M corpus (see Section 2.3), contain audio tracks that are
“wild,” and contain large amounts of crowd noise, traffic noise, music, wind noise,
and other environmental sounds. Some researchers also attempted audio-based
location estimation at the city-scale. Obvious cues to location are scarce in such
recordings, but the equal error rates (EERs) achieved by the system are better than
30% [Lei et al. 2012]. A system on user-verification is similar to its work on city-
verification, where the objective is to determine whether two Flickr videos have the
same user uploader, based on the audio tracks of the videos [Lei et al. 2011].

2.3 Data for Computer Audition
The suggested field will be enabled by the recent availability of large and diverse
audio datasets based on consumer-produced videos, for example, the Multimedia
Commons [ICSI et al. 2015]. The Multimedia Commons initiative is an effort to
develop and share sets of computed features and ground-truth annotations for the
Yahoo Flickr Creative Commons 100 Million dataset (YFCC100M) [Thomee et al.
2016], which contains around 99.2 million images and nearly 800,000 videos from
Flickr, all shared under Creative Commons licenses.

In contrast to standard deep learning approaches, however, Computer Audition
does not merely seek to engineer classification systems, and as such needs to
evaluate systems with a broader set of queries. We envision something like IBM’s
Watson system applied to audio recordings. It is important to emphasize that the
development of rich evaluation methods is itself a research challenge, and will be
a core component of the new field.
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Therefore, in parallel with algorithmic innovation, the field needs to research
the best ways of annotating and gathering training and test data with the aim of
building a publicly available dataset of acoustic data that allows the benchmarking
of our Computer Audition approaches. In general, a start could be to consider
two major types of queries: those that concern the description of a particular
observed sound, and those that seek sounds that satisfy a particular description.
The queries will be driven by the models that people develop. In cases where a
specific generative model is used, one needs to specify queries concerning subsets
of the parameters of the model (e.g., “How much did the object weigh?”, or “Did
the object break upon impact?”, or “Find other examples of sounds by a similar
object”). In cases where it is possible to discover structure in the audio signal
without supervision, researchers can use queries that relate to the learned structure
(e.g., “Find examples that are similar to this target sound”). Computer Audition
could also use queries about standardly labeled categories to show that the systems
remain competitive at narrowly defined classification tasks.

2.4 The Nature of Audio Data
The analysis of sound presents difficulties not present in other domains such as
vision or language. Most of the foundations of machine learning and analytics
are built on assumptions that are problematic when processing audio data. These
problems can for the most part be traced to one unique attribute of sounds: the
fact that they superimpose. Consider as an example a simple classifier. Whereas
it is a reasonable question in computer vision to ask whether an image region
should be classified as “sky” or “skin,” an equivalent question on audio data is
not as meaningful. Due to the fact that sounds superimpose, the correct answer
could be that a given instant should be classified as simultaneously containing
multiple classes. In fact, with real-world data the expectation is that a target sound
will almost never be recorded in isolation, but rather will be part of a mixture.
This issue renders the traditional classification question of “Which class are we
observing?” inappropriate. At best we might instead ask “How much of each class
do we observe?” This distinction is crucial in answering many key questions with
sounds. For example, a mechanical engineer doesn’t want to detect if there is sound
coming from ball bearings, but rather how much of it there is (which directly maps
to their wear condition). Similarly, a doctor doesn’t want to know if there is a
fetal heartbeat among all the body sounds of the mother, but rather how strong
that heartbeat is. Standard classification and detection methods are not properly
equipped to answer these questions, which is a primary reason why audio analytics
hasn’t seen the same explosive growth as other modalities.
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Furthermore, human descriptions of sound may be qualitative (e.g., a noisy
recording or movie trailer). There may be detailed description in terms of known
acoustic phenomena (e.g., there was a squealing sound, followed by a pop, a
scream, and barking sounds); or they may assign higher semantics (e.g., tires
squealed and a shot was heard; someone screamed and the dog barked). They
may be more at an event level (e.g., a game was in progress, and people cheered).
The description may be generic (e.g., “We heard music”), or specific (e.g., “Mozart’s
40th was playing”), or based on characteristics (e.g., “The music featured a four-
four beat in C major). The level of description is not unique, and any and all of these
may be invoked based on the desired analysis or outcome. Also, descriptions may
not always be at a semantic level, such as in the above examples. They will often be
in terms of similarity (e.g., “‘I’ve heard this sound before”), or context (e.g., “This
sound generally follows hammering in these recordings”), or even abstract (e.g.,
“Something about this sounds familiar”). An ideal automated system will be able
to perform or support all of the above modes. But beyond simple detection or identi-
fication of known concepts is the inference of what was previously unknown—e.g.,
“Oh! So this is what a zebra sounds like—from other information, such as that
this recording contains a zebra. While as listeners we are largely unaware of the
sophistication of the analysis and inference we perform on the sounds we hear, the
analysis and inference present a very challenging set of tasks to be addressed by
machines.

We need to differentiate between acoustic backgrounds and acoustic events on
the basis of their temporal extent. Acoustic backgrounds such as speech, music,
rain, wind, crowd noise and traffic noise, consist of sounds that generally last for
longer durations in the video; they may not be background in the sense of being
of secondary interest, but they will typically constitute a background context for
shorter-duration acoustic events that may overlap with them. Acoustic events are
associated with isolated noises of short duration, such as door slams, car horns,
thunder, jet engine noise, bird noise, and footsteps. Listening to the soundtracks
suggests that much of natural audio revolves around these fundamental acoustic
backgrounds and events, and being able to automatically discern them via auto-
matic means is the goal of this field.

2.5 Dealing with the Peculiarities of Sound
The focus of the field will be on combining methods from the audio communities
involved in speech recognition, music analysis, cognition, machine learning, and
multimedia retrieval and then adopting them for environmental audio. We view the
purpose of audition as that of recovering the latent structure in audio to facilitate
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behavior and cognition. The approaches we will take to developing Computer
Audition thus in various ways all involve inferring or discovering latent structure
from sound. In some cases this structure consists of the distinct sources that
concurrently generate an audio signal. In others it consists of physical properties
that together determine what we hear. And in others it consists of discrete events
embedded in a continuous audio signal. The experimental systems described below
each address a different type of latent audio structure. We view these as the first
baby steps researchers could take toward initiating the new field.

2.5.1 Representation and Parsing of Mixtures
Noise removal and source separation have been studied for decades. The goal
of such methods is to suppress unwanted sounds in order to simplify further
processing. Although such methods have found moderate success in some areas
(e.g, ambient noise reduction for voice communication), they are not as helpful
when performing audio analytics because they rely on a target vs. noise model of
processing and are poorly suited to explaining ambient sound scenes or complex
mixtures with no clear foreground and background.

An alternative to suppressing unwanted elements is to use representations that
facilitate inference in the presence of mixtures. A popular approach that makes use
of this philosophy is that of compositional models of sound [Virtanen et al. 2015].
Such models represent audio recordings as additive compositions of dictionary
elements and do not make use of cross-cancellation. As a result, they describe
sounds in a manner very similar to how we think of them: as a sum of parts. Such
models have proven successful at describing complex sound mixtures in a way
that allows computational inference on each of the constituent sources separately
(e.g., simultaneous pitch tracking of multiple instruments in a piece of polyphonic
music).

Current approaches using compositional models are dependent on multiple de-
cisions by the user, such as the domain where the dictionary elements are defined,
the shape of the dictionary, the invariances of the dictionary elements, priors on
the usage of these elements, etc. As computational inference has entered a new
era, in the last few years we have found that one can leverage large amounts of
data to bypass the making of such design considerations and instead rely on data-
driven decisions. Taking advantage of our audio data collection effort, our intent
is to explore fully data-driven compositional model design. The advantage relative
to previous methods will be to produce compositional models that are arbitrarily
customizable for different domains. Consider, for example, two researchers, one
working on musical signals, the other working on insect sounds. Current audio



2.5 Dealing with the Peculiarities of Sound 43

tools are very well equipped to work with music because it is a domain that has
been extensively investigated and one in which we know how to pick processing
parameters that work best. Knowing that pitch is important in music, we would
pick suitable large processing windows; we would know that a constant-Q front-
end transform would represent musical structure well, and that our dictionary sizes
should be roughly in the order of music notes that we expect to encounter. How-
ever, these design decisions would be catastrophic in the case of insect sounds,
which are not as pitched, exhibit very fine temporal resolution, and can’t be easily
described in terms of known sound units (like notes, or phonemes). In the latter
case we need systems that learn the optimal representation, as opposed to looking
for guidance from a user.

Previous work on fully data-driven compositional systems is pointing in this di-
rection. Using a very flexible and abstract formulation of the compositional pipeline
in the form of a deep multilayer network, we can construct sound models that are
completely tuned to the sound classes they are designed to work with, promising
optimal performance with no parameter guessing by the user. This approach will
not only allow us to learn the most general models based on the annotated data
above, but it will also allow domains specialist to take such tools and customize
them for the specific sound domains they are working on.

Traditionally, compositional models require various user design choices (e.g.,
type of front-end, size of dictionary, representation of signal, etc.). This often
results in systems that can work well in one audio domain (e.g., speech), but fail
spectacularly in others. The success of such models often hinges on the user’s
intuition in picking the right structure.

2.5.2 Grouping Audio Segments
Another major challenge with audio is finding the boundaries of when one sound
begins and ends. We believe one of the first steps in developing Computer Audition
is formulating and answering questions like: How many sounds are in the audio
piece? Are there overlapping events? When does a particular audio event end and
when does it start? In other words, what’s the smallest chunk of sound in an audio
file that users would perceive as “belonging” to the same sensation of sound? For
example, humans readily recognize both a “gunshot” or a “siren,” even though
these two sounds typically have completely different durations.

In previous work based on speaker diarization [Mertens et al. 2011a],
researchers have shown that grouping similar audio chunks (which we call “per-
cepts”) can help with video retrieval [Elizalde et al. 2012]. However, these exper-
iments didn’t take acoustic or perceptual models into account; they were pure
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applications of machine learning. Having said that, the answer to these questions
is not always clear-cut, as sound events can overlap or be intentionally mixed. As a
first step toward using models to segment audio, the field should investigate the
application of perceptual similarity metrics, i.e., sounds that have different causes
can be grouped together if they match perceptually. In further stages, researchers
might also incorporate semantic similarity via multimodal context (e.g., visual in-
put or metadata). But even perceptual matching alone is potentially important,
as it allows for the fundamental operation of comparison, which in turn enables
searching and, to a limited extent, sorting. Note that text-based search and string
operations also mostly occur without the notion of semantics.

2.5.3 Learning and Exploiting the Generative Structure of Audio
Although the explosion of deep learning has led to great success in classification
tasks in many different domains, the resulting systems are by nature classifiers.
Current automated descriptions of audio are generally in terms of identifiable
“familiar” events, and are thus notably limited by the particular sets of labels they
are trained on. If a system is trained to recognize the sound of a car, with enough
training it will produce that label for signals that resemble those labeled as cars
in the training set. However, if a user is interested in knowing whether the car was
driving fast or slow, there is no way for the system to provide an answer without
retraining it on a new dataset. Interpreting and making inferences from sounds
requires the ability to describe their structure in a manner that permits additional
reasoning and inference.

One shortcoming of conventional supervised learning approaches is that they
do not leverage or learn the processes that generate signals. Human listeners, in
contrast, are frequently able to infer what happened to cause a sound, enabling
rich and flexible inferences. We realize not only that someone is walking outside
our office, but that they are approaching, and then pause, and walk away. We learn
that machines produce noise, but also that the spectral properties of the noise
vary with the speed of the engine. We can recognize that it is raining, but also
whether it is raining hard or drizzling, whether the rain is falling on a lake or a
tin roof, and whether the wind is gusting at the same time. All of these judgments
plausibly depend on generative knowledge of the processes that produce sound
and the parameters by which they vary. We suggest instantiating machine systems
that can similarly learn generative structure and use it to infer the causes of sound
in the world. The advantage of this approach is that a system can then be queried
about any parameter or combination of parameters in the generative model, and
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does not have to be retrained any time a user seeks to ask a different question about
what happened to cause the sound.

2.5.4 Leveraging Generative Models of Sound
Impact sounds are one domain in which the physical processes that produce sound
can be specified in detail, and constitute a useful test case for generative models
in hearing. State-of-the-art sound synthesis can render audio from parameters
of objects and the surfaces that they impact (shape, mass, material) along with
parameters of the object motion (speed and trajectory). Depending on the material,
shape, and motion, objects can bounce, roll, or shatter. The trajectory, and the
sound it produces, depends on the geometry of the surface(s) they impact. Humans
are adept at inferring the latent physical variables from listening to the sound that
is produced, and we suggest producing machine systems with similar capabilities
using physical generative models.

Vocal sounds are another domain in which inference in generative models holds
promise. Recognition via production models is an old idea in speech, but has never
taken hold in machine speech recognition, in part because of a lack of training
data, and in part because the inference of articulatory parameters from audio is
ill-posed and non-convex. We do not advocate using articulatory models for speech
recognition, as it is currently being handled effectively by data-driven deep learning
approaches, but nonetheless think it has promise for understanding vocal sounds
more generally. Humans produce many vocal sounds that are communicatively
important despite not conforming to the typical definition of speech, as when we
sigh, moan, groan, giggle, or cough. Each of these types of sound varies depending
on the speaker’s mood or intention. A generative approach could recover the vocal
parameters needed to synthesize an observed sound, and would likely be useful in
estimating communicative intent.

The advantage of inference in a generative model is that the system can be
queried about whatever component of the generative process is task-relevant. In
some situations it may be important to know when an object that was dropped
made its first impact. In others it may be important to know what the object was,
or what material it was made from. Rich generative models have the ability to be
queried on any of the possible parameters that determine the sound they produce.
They thus enable the flexibility that is an essential aspect of perceptual intelligence.
Other domains in which similar approaches will be explored include vocal sounds
(using articulatory models) and human action sounds (using models of rhythmic
motor movements).
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Figure 2.3 Left: Semantic hierarchy for a “time-bomb.” Dotted lines represent two different
descriptions that a person might provide. Each of them “cuts” the tree differently.
Right: An attempt to recover the entire structure without supervision.

2.5.5 Structure Discovery in Audio
Continuing the above theme, most current approaches for the analysis of audio
are shallow—they either learn the overall distribution of the data [Pancoast and
Akbacak 2011, Zhuang et al. 2011], or perform spot-identification of the events
contained, without inferring any higher-level structure. The problem is illustrated
by Figure 2.3. Two subjects describing the same event—the explosion of a time
bomb—might describe it as “there was a series of beeps, and a bomb went off,” or
“a timer ticked down, and there was a boom.” Although contrived, the example
illustrates a problem: The semantic structure of the audio is hierarchical, and
different descriptions of the same episode may “cut” the tree at different levels,
giving very different results. Recognizing and reconciling the different descriptions
of the same episode can be challenging.

On the other hand, if the entire tree is specified instead of just a cut, descriptions
are unambiguous. It also becomes possible to reconcile different recordings of the
same episode, since they may be expected to have identical trees. Recordings that
represent similar episodes can be identified based on the similarity of subtrees, etc.
Unfortunately, a complete description of the entire tree would require semantic
labeling of every level of the hierarchy: infeasible given the unlimited number of
labels possible.

In a series of articles, Chaudhuri and colleagues suggest that a reasonable al-
ternative is to extract the entire hierarchy in an unsupervised or semi-supervised
manner [Chaudhuri and Raj 2012, Chaudhuri et al. 2012, Chaudhuri 2013]. The
suggested model assumes a simple structure: the lowest layer of the tree comprises
low-level sounds (e.g., beeps and clicks), patterns over these low-level sounds rep-
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resent higher-level concepts (e.g., a timer), patterns of higher-level concepts form
still-higher-level “episodic” concepts, and so on. We show how all of these levels
may be derived in an unsupervised manner by assuming a generative model with
a language-like structure [Chaudhuri 2013, Walter et al. 2013] characterized by a
power-law distribution and low perplexity. The recovered structures provide a viable
handle for cataloguing, comparing, and retrieving recordings, enable inferences
that can deal with ambiguous definitions, and even permit extractive summariza-
tion of the audio by retaining only the most relevant or salient segments.

Despite its success, the model suggested by Chaudhuri and colleagues is still
rudimentary [Chaudhuri and Raj 2012, Chaudhuri et al. 2012, Chaudhuri 2013]. It
works entirely from surface information, namely the audio, with minimal reference
to external information about the structure of the data, and does not recover gener-
ative models that capture the structure of the actual underlying physical generative
processes. As such, it can only be considered a proof of concept. To facilitate more
comprehensive analysis and inference, we suggest scaling up the model to deal with
large volumes of audio and with continuous learning. The models will then incor-
porate weak external supervision at various levels to constrain the learned tree (e.g.,
knowledge about the occurrence of individual known events or the category of the
recording, information that different recordings represent the same episode, infor-
mation derived from external labels or metadata, etc.). Those in this field should
also investigate other statistical models, and draw upon techniques developed for
computational modeling of language and computer vision, both of which provide
computational analogies to the approach discussed here [Niebles et al. 2008, Tang
et al. 2009, Sankaran 2010].

2.5.6 Learning to Describe Sound: NELS
Higher-level inference regarding sounds, even after recovery of acoustic structure,
requires describing sounds in a form that permits inference. A fundamental char-
acteristic of sound is that it is the result of actions or interactions of objects. This
results in a virtually unlimited number of ways of describing sounds. They may be
described through simple direct descriptors, for example, by words such as “bang”
or “miaow”; through descriptive phrases such as “cat sound”; or, more abstractly,
through action phrases such as “car skidding into a wall” where none of the words
individually signifies a sound, but collectively they form a phrase that could. Thus,
simply knowing when a description alludes to a sound, or, conversely, determining
when a recorded sound is distinctive enough to merit assignment of a name or de-
scription, is a challenge in itself. In prior work, Kumar et al. [2014] have attempted
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to obtain a phenomenological definition of name-worthy sounds. More recently,
researchers have explored the automatic identification of sounds that derive from
logical composition of actions and objects [Saeger et al. 2016, under review].

A more complete proposal, which encompasses these and much more, is a sys-
tem we refer to as the “Never-Ending Sound Learner” or NELS [Elizalde et al. 2016].
Inspired by Carnegie Mellon’s “Never Ending Language Learner” (NELL) system,
NELS is a semi-supervised system that learns to identify and group valid descrip-
tions of sound and, where possible, associate them with examples by analyzing
vast quantities of audio and multimedia data and their associated metadata and
surrounding text on the web and other repositories. The system builds on infor-
mation derived from existing ontologies or knowledge bases such as those derived
by the CMU NELL system. The key to the functioning of the system is that, given
the sheer volume of data, it can operate in a high-precision low-recall regime: al-
though the system may miss the vast majority of instances of any sound, we can
be certain about the sounds and sound-related facts it does discover. NELS will
identify known sounds in recordings; detect the occurrence of new, previously un-
known sounds; then learn to recognize them and associate names with them to
increase its vocabulary. It will also learn physical and common-sense structural and
temporal relationships between sounds, plus audio-visual associations and associ-
ations between sounds, their meaning and semantics and categories. The system
is intended to run continuously, seeking out new information and data, expanding
its own knowledge base, and refining existing knowledge. In time, it is intended
that the system will provide the largest and most up-to-date available repository of
sounds, and a complete ontology of sounds, all automatically derived.

2.5.7 Learning from Weak and Opportunistic Supervision
Eventually, learning to identify or recognize the various component sounds that
occur in an audio segment, either by name or by other characteristics that can be
described, requires labeled examples. Labeling is an expensive, tedious, and time-
consuming process. On the other hand, weak labels, which only provide approxi-
mate information about the composition of sound recordings, are much easier to
obtain. For instance, it is much easier to label the presence or absence of a spe-
cific sound in continuous recordings than it is to mark the actual locations where
it happens. In prior work [Diettereich et al. 1998, Maron and Lozano-Perez 1998],
we have shown how such weak labels can be used to train reliable sound classi-
fiers/detectors through techniques based on multiple-instance learning. In pilot
experiments, researchers were not only able to build classifiers in this manner,
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but also automatically derive additional label information about the number of
instances of the sound and their timing.

More generally, weak labels can be gathered in large quantities from web
sources such as media sharing sites like Flickr and YouTube. These sites host audio
and multimedia recordings, many of which have loose annotations in the form of
metadata. Others are accompanied by user comments, which relate to the content
of the audio at least in some cases. All of these represent “casual” annotation, which
may (or may not) indicate the presence of sounds, and other information such as
the number of occurrences, similarities, repetitions, or other abstract indicators.

2.6 Potential Applications
Effective computer listening systems will have widespread applicability. Relevant
domains include ecological monitoring (e.g., wildlife population estimates through
sound), medical diagnoses (e.g., automated auscultation), mechanical monitoring
(e.g., prediction of malfunction in heavy machinery via sound), surveillance ap-
plications (e.g., detection of automotive accidents via microphones), and Internet
retrieval (see Figure 2.4). Unlike other data-rich fields, such as vision and language,
we currently lack tools to allow a non-expert to mine large sound databases. Spe-
cialized tools often focus on narrow domains, such as speech or music, but they
do not generalize to other types of sounds and are typically not useful outside their
narrow scope. The goal of Computer Audition is to provide the groundwork for gen-
eral audio analytics systems and to make these tools available to a wide range of
relevant fields.

2.7 Conclusion
This chapter has presented a proposal for a new field of scientific endeavor: Com-
puter Audition. We argue that because of past work and the enabling datasets,
this field fits well within the multimedia community and therefore presents one
of its frontiers. We have outlined initial steps and ideas to solve some of the chal-
lenges that will be met immediately when trying to achieve progress. Moreover,
this chapter has only described Computer Audition as a singular field. It is well
known, however, that the human brain integrates visual information with context
and memory as well as other sensors when performing the task that is widely known
as listening. Multimodal integration would therefore be a very important focus of
this endeavor. Ultimately, this chapter presents but a small initial view of what the
real work will look like once brave researchers start to be pioneers on this frontier.
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Ball sound
Male voice (near)

Child’s voice (distant)

Child’s whoop (distant)
Room tone

Cameron learns to catch (http://www.youtube.com/watch?v=o6QXcP3Xvus)

Figure 2.4 One of the many immediate applications of Computer Audition: understanding and
modeling soundtracks of consumer-produced videos, facilitating retrieval, automatic
editing, and transcription. These functions could be transformative: Improved retrieval,
for instance, would enable field studies of never-before-seen scale, e.g., on how babies
learn to catch a ball.

Nevertheless, we hope that this chapter can serve as a constructive inspiration and
guide for the initial baby steps toward making computers listen to the world.
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“Free-standing conversational groups” are what we call the elementary building
blocks of social interactions formed in settings when people are standing and
congregate in groups. The automatic detection, analysis, and tracking of such
structural conversational units captured on camera poses many interesting chal-
lenges for the research community. First, although delineating these formations is
strongly linked to other behavioral cues such as head and body poses, finding meth-
ods that successfully describe and exploit these links is not obvious. Second, the
use of visual data is crucial, but when analyzing crowded scenes, one must account
for occlusions and low-resolution images. In this regard, the use of other sensing
technologies such as wearable devices can facilitate the analysis of social interac-
tions by complementing the visual information. Yet the exploitation of multiple
modalities poses other challenges in terms of data synchronization, calibration,
and fusion. In this chapter, we discuss recent advances in multimodal social scene
analysis, in particular for the detection of conversational groups or F-formations
[Kendon 1990]. More precisely, a multimodal joint head and body pose estimator
is described and compared to other recent approaches for head and body pose esti-
mation and F-formation detection. Experimental results on the recently published
SALSA dataset are reported, they evidence the long road toward a fully automated
high-precision social scene analysis framework.
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3.1 Introduction
Several wearable sensing devices became available for the general public over the
past few years. Often, such consumer platforms include several sensors (e.g., mi-
crophone, accelerometer, or Bluetooth). Investigating methods to process the data
gathered with wearable devices is worthwhile for many reasons. First of all, con-
sidering that modern consumer platforms, such as smartphones or smartwatches,
are within reach of the general public, many are already using them for data ac-
quisition. Second, these platforms are inherently multimodal, thus they provide a
rich description of the environment. Third, because these devices are easy to wear,
they can be used in casual, real-life situations, far from laboratory-controlled con-
ditions: this makes the continuous flow of information emanating from them a
precious resource for studying these settings.

Importantly, wearable technologies are complementary to distributed sensor
networks. For example, when analyzing social interactions, wearable sensing de-
vices can be exploited inter alia to localize people and to roughly estimate their
activities. However, a fine-grained analysis of the social scene requires additional
information gathered with alternative distributed sensing networks, e.g., visual
data [Pantic et al. 2005]. Developing methods that robustly fuse data from wearable
devices and distributed networks remains largely unexplored, and many challenges
arise in this context. As with any consumer device, data gathered with wearable
technology can be corrupted by severe noise, and often some extra processing is
required to remove it [Yatani and Truong 2012]. Therefore, unimodal approaches
fail to provide a robust and accurate representation of the environment and smart
multimodal fusion strategies need to be developed [Lingenfelser et al. 2014]. More-
over, these strategies should also account for the specificities of the combination
of a distributed sensor network and the wearable technology.

The focus of this chapter is the analysis of spontaneous social interactions
in natural indoor environments (see Figure 3.1). In such social events, human
beings tend to organize themselves in free-standing conversational groups (FCGs).
Contrary to the staticity proper to round-table meetings, FCGs are dynamic by
nature (they increase and decrease in size, move and split) and therefore their
analysis is inherently difficult [Cristani et al. 2011, Setti et al. 2013]. Indeed, such
scenarios are particularly difficult because people are moving around, engaging
in and quitting conversations, etc. In this context, robust human pose estimates
can ease the further mining of higher-level descriptions, such as F-formations or
attentional patterns. Therefore we focus on the estimation of the human pose of
several persons in a crowded regular indoor environment. Clearly, this is inter-
related with other tasks such as multi-person tracking [Ba et al. 2016], activity
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Figure 3.1 People interacting, naturally organized into free-standing conversational groups,
during a poster session. The social interplay is captured by a distributed camera network
and by sociometric badges worn by each participant (small white boxes).

recognition [Chéron et al. 2015], sound source separation [Kounades-Bastian et al.
2016], and diarization [Kounades-Bastian et al. 2017] (who speaks when). However,
all these problems and their dependencies are out of the scope of the chapter.

Providing a complete description of the human pose (positions of the limbs) is
chimeric in video surveillance settings, i.e., when people are monitored with distant
and large field-of-view cameras. Indeed, the low-resolution images and the numer-
ous occlusions have a relentless negative effect on current approaches. Fortunately,
the head and body pose can be used as a surrogate for the full pose when analyzing
free-standing conversational groups. Indeed, all features delineating group social
interplays are often extracted from head and body pose estimates (HBPE). More pre-
cisely, accurate and robust HBPE are the prelude to detect face-to-face interactions,
identify the potential addressee and addresser, describe the geometric structure
of the group (or F-formation), and recognize personality traits. Many research
studies focused on HBPE from visual data in the recent past, and demonstrated
the synergistic effect of joint head and body pose estimation, when compared to
independent estimation [Chen and Odobez 2012]. In addition, we are expressly in-
terested in analyzing FCGs using head and body pose estimates obtained through
the processing of the multimodal flow of data emanating from a distributed
camera network and sociometric badges [Choudhury and Pentland 2003] worn by



54 Chapter 3 Multimodal Analysis of Free-standing Conversational Groups

each participant. Even if the community invested lots of effort in the estimation of
head and body poses from visual data, very few researchers focus on how to jointly
estimate both of them from data gathered with multiple different (distributed and
wearable) sensors.

In this chapter we propose to integrate multimodal signals acquired in regular
indoor environments to robustly extract HBPE of several people naturally arranged
in FCGs. More precisely, we use auditory and proximity (infrared) information to
automatically label visual features of head and body, respectively. All this infor-
mation, together with the visual features extracted from the surveillance camera
network, are pulled together into a linear classification problem. Seeking for the
non-available labels, i.e., estimating the head and body pose of all people, is cast
into a matrix completion problem. Matrix completion (MC) is a methodological
choice motivated by mainly three factors. First, even if the original matrix comple-
tion problem is NP-hard, relaxations exist so that the optimization is cast into an
alternation of convex problems, leading to computationally efficient algorithms.
Second, MC lies within the class of transductive methods, meaning that all the in-
formation (including the features of the test set) is used to train the classifier, thus
further regularizing the training process. Finally, matrix completion is, by nature,
able to deal with missing labels/features, which makes an optimal candidate for an-
alyzing crowded scenes recorded with wearable sensors. Indeed, crowded scenes
imply visual occlusions and wearable sensors are often intermittent, leading to
much data missing in the incoming flow of observations. Furthermore, within this
framework, the joint head and body pose estimation adds an additional coupling
term to the formulation. Similarly, the temporal structure inherent to the problem
is induced by means of a Laplacian matrix that regularizes the matrix completion
task. The resulting HBPE are then used to infer the F-formations.

With this chapter we aim to: (i) open up the doors of multimodal information
fusion to a problem that has kept the computer vision and pattern recognition
communities busy (and still does), (ii) evaluate under which circumstances the use
of multimodal data emanating from wearable sensors can enhance the estimation,
and (iii) give general guidelines for the design of new methodologies able to process
these hybrid distributed-wearable data streams.

The rest of the chapter is structured as follows. Related approaches for head
and body pose estimation are discussed in the next section. The proposed matrix
completion model, accounting for noise, temporal regularization, and joint head
and body pose estimation, is presented in Section 3.4, together with the associated
optimization algorithm. Extensive evaluations of the proposed approach, and com-
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parisons with the state of the art, are reported in Section 3.5, before concluding and
delineating future research directions in Section 3.6.

3.2 Related Work
The applicative context of the present study is the multimodal analysis of social
interactions in informal gatherings. In this context we focus on the estimation of
the head and body pose, facilitating the automatic study of free-standing conver-
sational groups. Since the problem is cast into a matrix completion framework, we
also give an overview of that topic.

3.2.1 Multimodal Analysis of Social Interactions
Combining data from heterogeneous modalities is of utmost importance for under-
standing human behaviors [Song et al. 2012]. Approaches relying on audio-visual
cues are probably the most popular and successful examples [Alameda-Pineda
et al. 2013, Gatica-Perez 2009, Petridis et al. 2013, Vinciarelli et al. 2009, Alameda-
Pineda and Horaud 2015, Ba et al. 2016, Gebru et al. 2016, Ricci et al. 2013]. In
Gatica-Perez [2009], the role of non-verbal cues for the automatic analysis of face-
to-face social interactions is investigated. Social interactions in political debates
are studied in Vinciarelli et al. [2009]. A multimodal approach for detecting laugh-
ter episodes from audio-visual data and a novel dataset for studying this problem
are introduced in Petridis et al. [2013]. In the last few years, mobile and wearable
devices have opened novel opportunities for multimodal analysis of social interac-
tions [Campbell et al. 2006, Eagle and Pentland 2006, Do and Gatica-Perez 2013,
Matic et al. 2012, Alameda-Pineda et al. 2015]. In Do and Gatica-Perez [2013], a
probabilistic approach is proposed to automatically discover interaction types from
large-scale dyadic data (e.g., proximity Bluetooth data, phone call network, or email
network). In Matic et al. [2012], social interactions on a small spatio-temporal scale
combining proximity data and accelerometers are analyzed.

On the one hand, traditional distributed camera and microphone networks are
able to capture subtle features of human behavior, but their performance drops
significantly when dealing with a crowded scene. On the other hand, wearable
devices permit the ubiquitous localization of people for a long time span, as they
typically embed proximity sensors, but they fail to provide accurate and detailed
descriptions of the ongoing interplay. Table 3.1 provides a short description of the
advantages and disadvantages of using each of the wearable sensors. Therefore,
it is obvious that the nuances and the complexity of social interactions require



56 Chapter 3 Multimodal Analysis of Free-standing Conversational Groups

Table 3.1 Advantages and disadvantages of different wearable sensors

Sensor Advantages Disadvantages

Proximity
(infra-red)

Robust and reliable. They can
be used for synchronizing the
badges to the camera network as in
Alameda-Pineda et al. [2016b].

Very limited amount of
information. Not too accurate.

Audio Rich amount of information with
high descriptive potential.

All information is mixed in a
highly non-stationary signal.
Blind processing is extremely
challenging.

Accelerometer Provides information about the
activity and dynamics of the person
to some extent.

Very noisy signal; difficult to exploit
as standalone.

leveraging information from both wearable and traditional sensors. This chapter
develops from this intuition and, to our knowledge, it is the first work jointly
employing sociometric badges (see Figure 3.2) and external cameras for head and
body pose estimation.

3.2.2 Head and Body Pose Estimation
As already outlined, the analysis of human behavior will definitely benefit from
automatic human pose estimation. Multimodal approaches based on RGB-D data
[Shotton et al. 2013, Yan et al. 2014], eventually combined with audio [Escalera

Figure 3.2 The sociometric badge used in our experiments.
(From Alameda-Pineda et al. [2015])
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et al. 2014], and with visual-inertial sensors [De la Torre et al. 2009], have recently
proved very successful in tracking human limbs. However, the former methods are
appropriate when only one or few people move in proximity to the camera, while
the latter approaches are often not practical solutions, as they require the person’s
body to be equipped with multiple sensors. In addition, the robust estimation of
the full human pose is chimeric in crowded scenes, which is typically the case
in informal social gatherings. Consequently, when considering social interactions
among several people, the head and body pose can be used as a surrogate for the
full human pose.

Previous research has demonstrated that head and body orientations can be
successfully detected from visual data [Benfold and Reid 2011, Chen and Odobez
2012, Yan et al. 2013, Rajagopal et al. 2014, Rajagopal et al. 2012] and used as pri-
mary cues to infer high-level information, such as visual focus of attention [Voit
and Stiefelhagen 2010] and conversational groups [Cristani et al. 2011, Ricci et al.
2015]. In order to aid the human annotation effort, previous research has focused
on using related cues to estimate head and body pose. For example, Benfold and
Reid [2011] consider head pose labels generated using walking direction. Similarly,
coupling of head and body pose due to anatomical constraints is reinforced by Chen
and Odobez [2012]. Body orientation is considered as a link between walking direc-
tion and head pose in Krahnstoever et al. [2011] and Robertson and Reid [2006].
Rajagopal et al. [2014] propose a transfer learning framework for head pose esti-
mation under target motion. In Yan et al. [2013], a multi-task learning approach is
introduced for accurate estimates of the head pose from large field-of-view surveil-
lance cameras. More recently, approaches to specifically cope with label noise
[Geng and Xia 2014] and integrate temporal consistency [Demirkus et al. 2014]
have been introduced. In their 2008 paper, Canton-Ferrer et al. likewise show their
efforts toward audio-visual head pose estimation. However, to the authors’ knowl-
edge, there are no research studies combining visual features from a distributed
camera network with multimodal cues extracted from wearable sensors to jointly
estimate head and body poses.

3.2.3 Matrix Completion
We propose to cast multimodal head and body pose estimation into a matrix
completion problem, which has been shown to be equivalent to learning a classifier
in a transductive setting [Goldberg et al. 2010]. This formulation is particularly
advantageous when data and labels are noisy or in the case of missing data. Data can
be noisy, for instance, when the scene is crowded. Indeed, occlusions will occur,
and feature-extracting algorithms may then provide features that do not correspond
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to the right person. Similarly, wearable sensors can be inaccurate or provide mixed
information for two or more people at the same time. In the computer vision and
multimedia communities, this fact has been exploited in several applications, such
as multi-label image classification [Cabral et al. 2014, Alameda-Pineda et al. 2016a],
image retrieval [Wu et al. 2013], and facial analysis [Wu et al. 2015a, Tulyakov
et al. 2016]. A recent study [Kalofolias et al. 2014] extends the matrix completion
problem to take into account an underlying graph structure inducing a weighted
relationship between the columns and between the rows of the matrix. We also
utilize this structure to model the temporal smoothness of the head and body pose
estimates. However, from the technical point of view our approach is novel because:
(i) we address two matrix completion problems (for the head and body poses)
that are coupled and cannot be reduced to a joint matrix completion problem,
and (ii) the proposed framework is able to deal with data coming from multiple
modalities, handling signals generated from different types of sensing devices
(distributed and wearable).

3.3 The SALSA Dataset
The technical challenge of the present study is the robust estimation of the body
and head pose in crowded scenarios for further analysis of FCGs. In particular, we
use the SALSA (Synergistic sociAL Scene Analysis) dataset, which records a two-part
social event involving a fixed number (K = 18) of participants. While the first half
consists of a poster presentation session (see Figure 3.1), the second half consists
of a cocktail party with food and beverages. The scene of SALSA is captured by a
distributed camera network and by sociometric badges worn by the participants.
Specifically, visual data are recorded by four synchronized static RGB cameras op-
erating at 15 fps. The sociometric badges are equipped with a microphone and an
infrared (IR) beam and detector. Importantly, these wearable devices are battery-
powered and store the data on a USB card without the need for any wired connec-
tion, thus guaranteeing a natural social interplay. SALSA also comprises manual
annotations every 3 seconds of position, head and body orientation of each target,
and F-formations.

Our aim is to estimate the head and body pose of person k at time t , denoted by
θh
kt

and θb
kt , respectively, for all k and t . Different possible representations exist for

the body and head orientations; inspired by the literature [Chen and Odobez 2012],
we sectorize the orientation space in the place into C = 8 classes. In other words,
we consider each of the poses as a unit vector in the plane belonging to 8 possi-
ble classes {[0◦, 45◦), . . . , [315◦, 360◦)}. Therefore, the body and head orientations

are C-dimensional vectors.
(
θb
kt

)
c

should be understood as the probability that the
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associated body visual feature lies in the cth sector (analogously for the head). For in-
stance, θb

kt = [1, 0, . . . , 0] means that θb
kt belongs to the first sector. At training time,

these will be either manually annotated, automatically extracted from the badge’s
information, or unknown. More precisely, the infrared and auditory information
from the sociometric badges are processed in order to automatically extract body
and head pose labels, respectively. Indeed, the different nature of the infrared and
auditory signals carries a rich representation of the badge’s owner with respect to
the other participants. On one side, if the badge of person k detects the infrared
beam of person l, most likely k’s body orientation points to l, since the badge is worn
on its owner’s chest. On the other side, if the auditory signal of k’s badge is highly
correlated with the one of l, it is likely that l is speaking toward k, and that therefore
the head of l points toward k. This hypothesis could be violated when two people
are discussing something close to each other, since both speech signals would be
recorded by both microphones and their heads would not necessarily be pointing
toward each other. It is worth noticing that, while visual features are extracted in a
continuous manner, infrared and auditory labels are sparse.

In order to estimate head and body orientations, we need to extract visual fea-
tures from the videos recorded by the camera network. First of all, the participants
are tracked on the visual stream with multi-target tracking algorithms with state-of-
the-art occlusion handling such as that in Lanz [2006]. The estimates of the ground
positions are used together with the camera calibration to retrieve the bounding
box of the head and body of all participants for each camera view. We use those
frames in which all participants are seen from all four cameras. We then choose to
describe each bounding box with histogram of oriented gradient (HOG) descriptors
[Dalal and Triggs 2005]. More precisely, the head and body images are first normal-
ized to 20 × 20 and 80 × 60 pixel images, respectively, from which we extract HOG
in non-overlapping cells of 4× 4 pixels. Finally, the descriptors for all four views
are concatenated, and the dimensionality of the head and body descriptors is re-
duced using principal component analysis, keeping 90% of the variance. In all, the
head and body visual features extracted from the four cameras for each participant
(vb

tk ∈ R
db and vh

tk
∈ R

dh) are roughly 100-dimensional.

3.4 Matrix Completion for Multimodal Pose Estimation
We assume the existence of a labeled training set L containing the raw features
and noisy labels of the head and body pose of all K persons involved in the in-
teraction for T0 < T frames, where T is the total number of frames. That is: L={

vb
kt , θb

kt , vh
kt

, θh
kt

}K ,T0

k=1, t=1
. Complementary to this, the set of unlabeled features is
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defined as U =
{

vb
kt , vh

kt

}K ,T

k=1, t=T0+1
. It is important to remark that part of the training

set is manually annotated and the rest is automatically labeled. More precisely, we
use the infrared detections as a proxy for the body pose and auditory correlations
to automatically label the head pose. Indeed, it is reasonable to assume that the
audio signals have a strong influence on the gaze direction of the targets, while the
infrared detections naturally correlate with the body orientation. Finally, it is worth
noticing that while visual data is continuously available, audio and infrared signals
are sparse observations. In the following we describe the proposed approach for fus-
ing these multiple modalities, so as to robustly estimate the head and body poses
of all participants.

3.4.1 The Model
Recent theoretical results and practical advances in matrix completion theory
[Cabral et al. 2014, Goldberg et al. 2010] motivated us to consider the head and
body problem from this perspective. We thoroughly cast the estimation into a ma-
trix completion problem, thus introducing matrix completion for head and body
pose estimation (MC-HBPE), a graphical illustration of which is shown in Figure 3.3.
In the following, in order to facilitate the exposition, all the claims, definitions, and
properties are stated only for the body pose, but they remain true for the head pose,
unless it is explicitly written otherwise. Before describing the model, we set a few
useful notations: the matrices of labeled and unlabeled body features of person k,
Vb

L,k = [vb
kt]

T0
t=1 and Vb

U ,k = [vb
kt]

T
t=T0+1; their concatenation, Vk = [Vb

L,kVb
U ,k]= [vb

kt]
T
t=1;

and the concatenation over all persons, i.e., the concatenation of all body visual
features, Vb = [Vb

k ]K
k=1. The matrices �b

L,k, �b
U ,k, �b

k, and �b are analogously built

from θb
kt .

The objective is to estimate the matrix �U = [�b
U ,k]K

k=1, under the assumption
of a linear classifier,1

�b = Wb
[

Vb

1�

]
, (3.1)

with Wb ∈R
C×(db+1). Remarkably, the joint feature-label matrix Jb =

[
�b�Vb�1

]� ∈
R

(C+db+1)×KT is low rank, since the linear classifier in Equation 3.1 imposes a linear
dependency between the rows of Jb. Therefore, we set the following optimization
problem for �b

U :

1. We assume that the non-linearity is absorbed by the feature extraction procedure.
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TrainingTraining Test Test

Labels

Features

Matrix Completion

Body features
Body sociometric labels
Body annotated labels
Head features
Head sociometric labels
Head annotated labels
Missing values

Temporal consistency

Temporal consistency

Body Head

Head/body coupling 

Figure 3.3 Illustration of the proposed matrix completion framework for multimodal head and
body pose estimation (MC-HBPE). Two matrix completion problems, for the head and
body poses, are regularized to account for the temporal consistency and for head/body
coupling. (From Alameda-Pineda et al. [2015])

�b∗
U = arg min

�b
U

rank(Jb). (3.2)

Minimizing the rank of a matrix is an NP-hard problem, but it can be exactly relaxed
by means of the nuclear norm [Candès and Tao 2010]. Indeed, since the nuclear
norm ‖ . ‖∗ is the tightest convex envelope of the rank, the previous optimization
problem is equivalent to:

�b∗
U = arg min

�b
U

‖Jb‖∗. (3.3)

In real applications, both the observations and the training labels are noisy.
Therefore, it is of crucial importance to account for the observational and label
noise. In practice, we assume J̃b = Jb + Eb, where J̃b represents the noisy features
and labels, and Eb represents the noise. The objective is to estimate the low-
rank matrix Jb that best approximates the observed matrix J̃b. This is done by



62 Chapter 3 Multimodal Analysis of Free-standing Conversational Groups

constraining Equation 3.3, and relaxing it into [Goldberg et al. 2010]:

min
Jb

νb‖Jb‖∗ + λb

2

∥∥∥P b
O
(̃

Jb − Jb
)∥∥∥2

F
, (3.4)

where νb and λb are regularization parameters, ‖X‖2
F = Tr

(
X�X

)
denotes the Frobe-

nius norm of X, and P b
O denotes the projection onto the “set of observations,” for-

mally L∪ U , defined as P b
O

([
�b�Vb�1

]�)= [[�b�
L,k 0]K

k=1Vb,�1
]�

, and thus setting

to zero all elements associated to �b
U . We remark that this unitary regularization

term encompasses the error on the visual features as well as on the training labels.
One of the prominent factors alleviating the matrix completion problem with

noisy observations is the inherent temporal structure of the problem. Intuitively, we
would expect the labels to be smooth in time, that is, θb

kt ≈ θb
kt+1, ∀k , t . We reinforce

this intuition through a set of binary regularization terms, grouped in the following
loss function:

Tb
(

Jb
)= 1

2
Tr
(
P b

�
(Jb)

�TbP
b
�
(Jb)
)

, (3.5)

where P b
�

is the projection onto the labels, �b, defined as P b
�

([
�b,�Vb,�1

]�)=[
�b,�0 0

]�
, and Tb ∈ R

KT×KT is the Laplacian matrix associated to the graph

encoding the relations between the variables. In our case, Tb = IK ⊗ L, where IK
is the K-dimensional identity matrix, ⊗ is the Kronecker product, and L ∈ R

T×T is
a tri-diagonal matrix defined as follows: the elements of the two subdiagonals are
set to −1, and the elements of the main diagonal are set to 2, except L11 = LT T = 1.
In practice this means that only contiguous pose labels of the same person are
taken to be equal.

Until this point, we have discussed the problem of body and head pose es-
timation separately. However, previous research studies in head and body pose
estimation have demonstrated the synergistic effect of joint estimation [Chen and
Odobez 2012]. Subsequently, we will show that the estimation of head and body
pose benefits from a coupling structure, in addition to the temporal structure al-
ready discussed. We write θb

kt ≈ θh
kt

, and formalize the coupling structure by means
of the following regularization term:

C
(

Jb, Jh
)= 1

2

∥∥∥P b
�

(
Jb
)− P h

�

(
Jh
)∥∥∥2

F
, (3.6)
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where P h
�

is defined analogously2 as P b
�

. Notice that the regularization term does
not imply that the body and the head orientation are identical; rather, it indicates
that the head and body poses belong to the same sector (recall the formal definition
of θ

db
kt and θ

dh
kt ) most of the time.

Summarizing, the head and body pose estimation is cast into a matrix comple-
tion problem encompassing the temporal and coupling structural constraints, by
considering the following optimization problem:

min
Jb, Jh

νb‖Jb‖∗ + λb

2

∥∥∥P b
O
(̃

Jb − Jb
)∥∥∥2

F
+ νh‖Jh‖∗ + λh

2

∥∥∥P h
O
(̃

Jh − Jh
)∥∥∥2

F
(3.7)

+ τb

2
Tr
(
P b

�
(Jb)

�TbP
b
�
(Jb)
)
+ τh

2
Tr
(
P h

�
(Jh)�ThP h

�
(Jh)
)

+ λc

2

∥∥∥P b
�

(
Jb
)− P h

�

(
Jh
)∥∥∥2

F
.

This is a non-linear convex optimization problem whose critical points cannot
be expressed in closed-form solution. In the following we, describe the proposed
optimization algorithm to find the optimal solution for Equation 3.7.

3.4.2 Optimization Method
The alternating-direction method of multipliers (ADMM) is a well-known opti-
mization procedure, and a review of theoretical results, practical implementation
considerations, and applications can be found in Boyd et al. [2011]. Recently, an
ADMM-based optimization procedure for the matrix completion problem has been
presented [Kalofolias et al. 2014]. We also considered ADMM to solve the matrix
completion problem. However, the proposed method is intrinsically different from
previous approaches because of two reasons:

. First, we consider a coupled matrix completion problem, which is different
from solving the concatenated head/body matrix. Indeed, completing the
(temporal-wise) concatenated matrix implicitly assumes not only that the
body and head visual features have the same dimension, but also that the lin-
ear classifier for the body and head poses are equal, Wb = Wh. If we consider
the concatenation in the other dimension, we would use the method to find
a linear relationship between the head and body features, on top of the two
classifiers. This is potentially dangerous since optimizing this relationship
would not help to obtain better classifiers. Therefore, the method developed

2. Even if P b
� and P h

�
are conceptually equivalent, they are formally different since the features’

dimension is different in general, db �= dh.
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in Kalofolias et al. [2014] cannot be used in our case. Instead, we propose
and develop a coupled alternating direction method of multipliers (C-ADMM).

. Second, the temporal structure of the problem is modeled with a column-
wise regularizer on the matrices, which is a particular case of Kalofolias et al.
[2014]. Importantly, as will be shown in the following, column-wise regular-
ization can be solved in closed form, while the formulation of Kalofolias et al.
[2014] cannot. Consequently, all the steps of the proposed C-ADMM have a
closed-form solution, and the convergence is guaranteed.

Classically, the ADMM arises from the construction of the augmented Lagrangian
[Boyd et al. 2011], which in our case we write as:

L = νb‖Jb‖∗ + λb

2

∥∥∥P b
O
(̃

Jb − Kb
)∥∥∥2

F
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The Lagrangian L has to be minimized with respect to Jb, Jh, Kb, Kh, Mb, and Mh,
where the last two are matrices of Lagrangian multipliers, Kb and Kh are auxiliary
variables, and 〈A, B〉 =∑ij AijBij is the scalar product in the matrix space.

At iteration r + 1, the C-ADMM updates are:(
Jr+1

b , Jr+1
h

)
= arg min

Jb, Jh

L
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b, Kr

h, Mr
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, (3.9)

(
Kr+1

b , Kr+1
h

)
= arg min

Kb, Kh

L

(
Jr+1

b , Jr+1
h , Kb, Kh, Mr

b, Mr
h

)
, (3.10)

Mr+1
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(
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b − Kr+1
b

)
, (3.11)

Mr+1
h = Mr

h + φh

(
Jr+1

h − Kr+1
h

)
. (3.12)

From Equatio 3.8 it is straightforward, that the coupling term does not have
any effect on Equation 3.9, but only on Equation 3.10. Therefore, solving for Equa-
tion 3.9, the two matrices Jr+1

b Jr+1
h can be computed independently. Furthermore,

the optimal solution of Equation 3.9 is:

Jr+1
b = UbS νb

φb

(
Db
)

Vb, (3.13)
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where UbDbVb is the singular-value decomposition of the matrix Kr
b − 1

φb
Mr

b and
Sλ(x)= max(x − λ, 0) is the shrinkage operator with constant λ applied element-
wise to the diagonal matrix of singular values, Db. Jr+1

h is found analogously. The
details of the derivation can be found in the supplementary material.

The second C-ADMM update, i.e., Equation 3.10, is also solved in closed form.
The critical point is computed by canceling the derivative of the objective function
in Equation 3.10 with respect to Kb and Kh. As shown in the supplementary material,
these derivatives lead to block-diagonal linear systems that can be efficiently solved.
In order to sketch the proof, we define kb = vec(Kb) as the row vectorization of
Kb. The same notation stands for all other matrices involved. Moreover, we define
kb,kc = [(θb

kt)c]T
t=1 as the T -dimensional vector composed of the coordinate c of

the angle labels of person k over time. Likewise, kb, v stands for the KT (db +
1)-dimensional row vectorization of the rest of the matrix Kb, that is, the part
corresponding to the visual features Vb. With these notations, the vector kb is
rewritten as:

kb =
[

k�b, 11 . . . k�b,KC
k�b, v

]�
,

and analogously for all other row-vectorized matrices.
Each of the KC variables for body and head, kb,kc and kh,kc, are independently

solved:

kb,kc =
(

LhLb − IT
)−1

(
Lhkb,kc + kh,kc

)
, (3.14)

kh,kc = Lbkb,kc − kh,kc , (3.15)

where all matrices and vectors are precisely defined in the supplementary mate-
rial. The vector kb,kc is computed from j̃b,kc, mr

b,kc
, and jr+1

b,kc
and thus depends on

the iteration (analogously for the head). Importantly, the matrices Lb and Lh, com-
puted from L and the regularization parameters, do not depend on the iteration.
Therefore, the inversion can be computed before the iterative procedure of the C-
ADMM starts, leading to an efficient algorithm. The system involving kb, v and kh, v

is simpler since there is no coupling between body and head features and there is
no temporal regularization:

(λb + φb)kb, v = λbj̃b, v + mr
b, v + φbjr+1

b, v (3.16)

(λh + φh)kh, v = λhj̃h, v + mr
h, v + φhjr+1

h, v . (3.17)

Equations 3.14–3.17 provide the critical point sought in Equation 3.10 and con-
clude the derivation of the proposed C-ADMM. As is classically the case, the com-
plexity bottleneck of the matrix-completion solver is in the computation of the
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Algorithm 3.1 The coupled alternating-directions method of multipliers solving for the derived
matrix completion for multimodal HBPE

Input:
Observation J̃h, J̃b and Laplacian Th, Tb matrices. Regularization parameters.
Output:
Optimized Jh, Jb.

Randomly initialize Mb, Mh, Kb, Kh

repeat
Solve for Jh, Jb in Equation 3.9 using Equation 3.13
Solve for Kh, Kb in Equation 3.10 using Equation 3.14–Equation 3.17
Solve for Mh, Mb using Equation 3.11–Equation 3.12

until convergence

singular-value decomposition required in Equation 3.13. The complete C-ADMM
algorithm is shown in Algorithm 3.1.

3.5 Experiments
In this section, we show the results of our experimental evaluation conducted on the
novel SALSA dataset [Alameda-Pineda et al. 2016b]. Then, we show the results on
estimating the head and body orientations with the matrix-completion framework.
We also perform further experiments on the analysis of social interaction in SALSA,
showing that the computed head and body orientations are accurate and robust
so as to efficiently detect F-formations. Overall, this demonstrates the potential of
multimodal approaches for the analysis of social interactions.

3.5.1 Head and Body Pose Estimation
To experimentally validate the technical core of the present study, i.e., the MC-
HBPE, we consider those frames of the poster session of SALSA in which all the
participants are in the field of view of the four cameras. In practice, we use 340
frames of the poster session (17 minutes approximately), resulting in a dataset
comprising 6120 head/body samples. We split this set into two equal parts, and use
only the annotations of the first part for training: 10% of manual annotations and
90% of weak annotations obtained with the sociometric badges, when available.
In essence, we have manual annotations for head and body pose in 17 frames,
and therefore the labels are sparse. Overall, this is quite a realistic setup since we
only necessitate annotations for less than 20 frames for the method to work. This
feature arises directly from the transductive nature of matrix completion. We report



3.5 Experiments 67

0.0 0.1

GT-ALL

GT-IR

GT-A

GT

0.2 0.3 0.4 0.5 0.6 0.7

Body
Head

Figure 3.4 Accuracy of the head and body pose estimates obtained with the proposed MC-HBPE
approach using visual features and labels from different modalities: ground truth
annotations (GT), GT and audio data (GT-A), GT and infrared data (GT-IR), all modalities
(ALL).

the classification accuracy of the test samples, i.e., the second half of the dataset.
In all our experiments, and for both our approach and the baseline methods, the
regularization parameters are set with cross-validation.

Figure 3.4 shows the performance obtained with our method when the training
labels come from different modalities. In light of the results, we can clearly state
that using multimodal labels significantly improves the accuracy of both head
and body pose estimates. Interestingly, when considering only ground truth and
auditory labels (i.e., no additional labels for body pose), not only the accuracy of the
head pose estimates improves, but also the accuracy of body pose estimates. This
is an important and remarkable effect of the head/body coupling term introduced
in the proposed formulation. We notice the analogous effect with the performance
rise not only of body pose estimates, but also head pose estimates, when adding
the infrared labels (i.e., with no additional labels for head pose). It is worth noticing
that infrared labels have a significantly more positive effect than auditory labels.
We ascribe this fact to the higher accuracy of the infrared labels (87%) compared to
the auditory labels (70%). when compared to the manual annotations. Importantly,
we highlight the synergistic effect of jointly using auditory, infrared, and visual data
to robustly solve the head and body pose estimation problem by means of matrix
completion techniques. Finally, the implementation of the proposed methodology
needs roughly 0.5 seconds to estimate the head and body poses of one person.

Table 3.2 reports the classification accuracy of several methods. First of all, we
detail the proposed MC-HBPE method considering different configurations regard-
ing the head/body coupling and the temporal consistency (from top to bottom):
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Table 3.2 Classification accuracy of different methods for HBPE

Method C Tb, Th Body Head

✓ 0.515 0.465

MC-HBPE ✓ 0.548 0.515

✓ ✓ 0.597 0.567

Chen and Odobez [2012] 0.524 0.475

TSVM [Joachims 1999] 0.481 0.429

Goldberg et al. [2010] 0.479 0.439

(i) only with head-body coupling τb, τh = 0 in Equation 3.7; (ii) only with temporal
consistency λc equal to 0 in Equation 3.7; and (iii) with both types of constraints. The
comparison with the state of the art is particularly difficult in our case, since there
is no existing methodology for head and body pose estimation using multimodal
data. That is why we chose to compare it with the state of the art on visual-only HBPE
[Chen and Odobez 2012]. Notably, the conversational flavor of SALSA is challenging
for Chen and Odobez [2012], since when analyzing FCGs the direction of motion
cannot be considered as a proxy for the body pose, as done in Chen and Odobez
[2012]. Moreover, given that the proposed learning methodology belongs to the
class of transductive learning approaches, and Chen and Odobez [2012] does not,
we perform additional comparisons with transductive support vector machines
(TSVM) [Joachims 1999]. It is worth noting that neglecting the coupling and the
temporal consistency terms in MC-HBPE, i.e., τb, λc , τh = 0 in Equation 3.7, is sim-
ilar to the work of Goldberg et al. [2010]. Therefore, MC-HBPE could be seen as a
generalization of the transductive methodology presented in Goldberg et al. [2010].
Results in Table 3.2 demonstrate the advantageous performance obtained when
enforcing temporal consistency or coupling the head and body pose estimates. Im-
portantly, the effect of both regularizations is impressive, increasing the classifiers’
accuracy by approximately 20%. Our understanding is that this is the main reason
for which the complete method we presented outperforms the baselines, up to a
large extent. In order to show the complexity of the task, we show the original image
of one of the cameras and the estimated poses plot in a bird’s-eye view in Figure 3.5.
Finally, we evaluate the robustness of the approach to the amount of training and
of manually annotated data in Figure 3.6, where we note the 40% accuracy obtained
with only 1% of manually annotated data (plus the noisy labels from the sociometric
badges).
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Figure 3.5 Frame example: (left) the original image of one of the cameras, (right) the head–green
and body–red pose estimates plot in bird’s-eye view.
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Figure 3.6 Classification accuracy (left: head pose, right: body pose) for different percentages of
training samples and of manually annotated samples (in square brackets).

3.5.2 F-formation Detection
One of the prominent applications of robust estimation of the head and body poses
when analyzing FCGs is the detection of F-formations. More precisely, we aim to
detect the different conversational groups and who belongs to each group. We
evaluate three state-of-the-art approaches for F-formation detection, namely: the
Hough voting method (HVFF-lin) in Cristani et al. [2011], its multi-scale extension
(HVFF-ms) [Setti et al. 2013], and the graph-cut approach in Setti et al. [2015].
We chose these methods because their implementation is publicly available.3 All
these approaches compute the F-formation independently frame by frame, from
the targets’ position and pose. The rationale behind the Hough voting methods is

3. http://profs.sci.univr.it/~cristanm/ssp/

http://profs.sci.univr.it/~cristanm/ssp/
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that each target generates a set of samples in front of him/her, which are candidates
for the F-formation centers. By aggregating these samples into a discrete number
of cells, F-formations are detected by finding local maxima in the discretized space.
Conversely, in the graph-cut algorithm [Setti et al. 2015], an optimization problem
is solved, discovering the coordinates of the F-formations directly.

Previous work [Hung and Kröse 2011] has acknowledged the importance of
accurate body pose estimates for detecting F-formations. However, one of the
inherent difficulties within the analysis of FCGs in crowded indoor environments is
the adverse impact of highly occluded body images, which exacerbate strong noise
and outliers in the estimated body poses. Classically, the head pose is used as a
surrogate for the body pose, and the F-formations are detected from the head pose.
In Section 3.5.1, we demonstrate that the proposed MC-HBPE approach can be
effectively used to accurately infer the body pose, thus making it possible to use
the body pose for F-formation detection and therefore improving the quality of the
analysis of FCGs.

We implement the validation protocol defined in Cristani et al. [2011], and
report F-formation precision, recall, and F1-measure in Table 3.3. At each frame, we
consider a group as correctly estimated if at least ρ . |G|of the members are correctly
found, and if no more than 1− ρ . |G| non-members are wrongly identified, where
|G| is the cardinality of the group G, and ρ = 2/3. Table 3.3 shows the performance
measures using body (first three rows) and head (fourth and fifth rows) pose. We
compare the estimates obtained with MC-HBPE to the body pose ground truth and
the body estimates computed by Chen and Odobez [2012]. Regarding the head pose,
in addition to our approach, we also use the TSVM approach in Joachims [1999] to
emulate previous work on F-formation detection that used head pose estimates.
The results clearly confirm that accurate inference of the body pose using the MC-
HBPE framework is advantageous for the detection of F-formations.

3.5.3 Comparison with Joint F-formation and Body Pose Estimation
In this section we compare the proposed approach with a recent method for joint
F-formation detection and body pose estimation, which also operates in a trans-
ductive setting [Ricci et al. 2015]. The main difference between the proposed frame-
work and the method in Ricci et al. [2015] is that a different type of weak supervision
is exploited for inferring the head and body pose of the targets. While in this work
we consider information derived from wearable sensors to obtain noisy labels for
learning the head and body pose classifiers, in Ricci et al. [2015] the spatial con-
figuration of conversational groups is exploited. Indeed, for unlabeled samples it
is reasonable to constrain the head and body pose of a target to be consistent with
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Table 3.3 Performance of state-of-the-art approaches on F-formation detection from different
estimations of the head and body pose

Cristani et al. [2011] Setti et al. [2013] Setti et al. [2015]

Our-B 0.62 / 0.61 / 0.62 0.66 / 0.64 / 0.66 0.69 / 0.66 / 0.67

Prev.-B 0.56 / 0.58 / 0.58 0.59 / 0.62 / 0.61 0.62 / 0.61 / 0.62

GT-B 0.66 / 0.65 / 0.65 0.72 / 0.69 / 0.71 0.74 / 0.72 / 0.73

Our-H 0.61 / 0.59 / 0.60 0.64 / 0.63 / 0.63 0.65 / 0.64 / 0.64

Prev.-H 0.58 / 0.58 / 0.58 0.59 / 0.58 / 0.59 0.62 / 0.59 / 0.61

GT-H 0.65 / 0.63 / 0.64 0.70 / 0.67 / 0.69 0.72 / 0.70 / 0.71

“Our” stands for ours.

“Prev.” stands for body in Chen and Odobez [2012] and for head in Joachims [1999], respectively.

“GT” stands for ground truth.

Each table cell contains precision, recall, and F1-measure, in that order.

the position of the center of the F-formation the target belongs to. In the following,
we provide a brief description of the method in it and Ricci et al. [2015] and an
experimental comparison between the proposed framework.

Similarly to the proposed method, in Ricci et al. [2015] the multi-target tracking
algorithm in Lanz [2006] is applied to estimate the targets’ positions and the head
localization method in Yan et al. [2013] is used to derive head and body crops. Then,
HOG features are extracted from head and body images. These features and the
targets’ positions are given as input to a learning model to infer the head and body
pose of all the targets in the social scene and simultaneously detect conversational
groups.

More formally, given a video depicting K people involved in a social gathering,
the head and body bounding boxes are extracted for each target k at each frame t . In
other words, for each target k a set of samples Sk = {xb

k , t , xh
k , t}Tt=1 is obtained, where

xb
k , t ∈ R

db , xh
k , t ∈ R

dh are the HOG descriptors associated with the head and body
bounding boxes and T denotes the number of frames in the video. Together with
unlabeled samples of the social scene, some annotated training samples derived
from an auxiliary dataset are considered, i.e., T b = {(x̂b

i , yB
i
}Nb
i=1, T h = {(x̂h

i
, yH

i
}Nh
i=1,

where x̂b
i ∈ R

db, x̂h
i
∈ R

dh are HOG features extracted from body and head crops,

respectively; yB
i
∈ {0, 1}Nb

C , yH
i
∈ {0, 1}Nh

C are the corresponding pose labels. The
set of possible head and pose directions is quantized into Nh

C
= Nb

C = 8 possible
classes.
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The learning algorithm presented in Ricci et al. [2015] is designed to simulta-
neously learn two classifiers, one for head pose f H and the other for body pose f B,
and detect F-formations by clustering targets belonging to the same group (i.e.,
finding the matrix C= [c1, 1, . . . , cNK ,NT

] of the centers ck , t of the conversational
groups). The following optimization problem is proposed:

min L(f H , f B , C)= LH(f H)+ LB(f B)+ C(f H , f B)+ F (f B , C). (3.18)

The first three terms in L leverage information from both annotated and unla-
beled samples in order to learn both the head and body pose classifiers in a coupled
fashion. Specifically, the first two terms, corresponding respectively to head and
body samples, are defined by combining a loss function on labeled data with a
graph-based regularization term integrating information about unlabeled data, as
typically done in semi-supervised learning methods [Zhu and Goldberg 2009], i.e.:

LZ =
NZ∑
n=1

‖f Z(x̂Z
n
)− (yZ

n
)‖2

M + λR‖f Z‖2 + λU

∑
i ,j

ωij‖f Z(xZ
i , t )− f Z(xZ

j , t )‖2
M, (3.19)

where Z = {B , H } and ωij are user-defined parameters designed to take into ac-
count unlabeled samples’similarity. The matrix M models the mapping from the
pose label vectors to angles and ‖g‖M =√g′Mg.

The term C is introduced to guarantee coherence between head and body pose
estimates on each target such as to reflect human anatomical constraints, i.e.:

C =
K∑

k=1

T∑
t=1

‖f B(xB
k , t )− f H(xH

k , t )‖2
M. (3.20)

The term F models the relationship between body pose and conversational
groups. The intuition is that, knowing the body orientation of the targets, F-
formations can be detected. Similarly, the body orientation can be estimated more
precisely if the centers of the conversational groups are known. The function F is
defined as follows:

F = λF

NT∑
t=1

NK∑
k=1

‖(pk , t +DAf B(xB
k , t ))− ck , t‖2 + γc

NT∑
t=1

NK∑
k ,q=1

‖ck , t − cq , t‖1, (3.21)

where A = [ cos α1, . . . , cos αNC
; sin α1, . . . , sin αNC

], αj are the angles correspond-
ing to the different body pose classes, and D is a user-defined parameter indicating
the distance of a target from an F-formation center.

The function F must be minimized in order to learn the parameters C, corre-
sponding to the centers of the conversational groups, and the body classifier f B. In-
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Table 3.4 Comparison between the proposed framework and Ricci et al. [2015]

SALSA

Head Pose Body Pose F-Formation
Method Error Error F1 Measure

Our approach 49.8° 51.6° 0.67

Ricci et al. [2015] 50.7° 50.2° 0.67

tuitively, on the one hand, if the body classifier is given, the term pk , t +DAf B(xB
k , t )

generates a set of possible center locations associated with predicted targets’ body
orientation. Then, by minimizing Equation 3.21, these locations are clustered, find-
ing the F-formation centers ck , t . On the other hand, if the centroids ck , t are given,
minimizing Equation 3.21 implies constraining the body pose classifier to output
a target pose that is more toward the center of the conversational group. The pa-
rameter γc regulates the number of groups detected. In practice, singleton groups
are obtained for small values of γc and all targets are merged in a single group as
γc →∞. The optimization problem in Equation 3.18 is solved with an alternate op-
timization method. The reader is referred to Ricci et al. [2015] for details on the
optimization algorithm.

We now compare the proposed framework and the method in Ricci et al. [2015],
showing results of an experimental evaluation on the SALSA dataset. We analyze
performance of the two methods both for head and body pose estimation and for
F-formation detection. Table 3.4 compares the performance of the two methods on
the three different tasks. As shown in the table, the two approaches achieve com-
parable performance when applied to the same data, confirming the fact that both
sources of weak supervision (i.e., wearable sensors data and groups information)
are beneficial. Indeed, the two approaches are somehow complementary, and we
believe that further improvement in performance can be achieved by devising a
strategy to combine them.

3.6 Conclusion
In this chapter we described recent work on the analysis of free-standing conver-
sational groups using multimodal data gathered from a fixed-camera network and
wearable sensors. We discussed a transductive approach for joint estimation of
head and body pose which successfully exploits infrared and audio signals col-
lected with sociometric badges to derive head and body labels. To handle noisy
features and labels, we devised a coupled matrix completion framework, which
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also accounts for the temporal consistency and the head/body pose coupling due
to human anatomical constraints. Methodologically speaking, matrix completion
is not the only possible choice, but it has three prominent advantages with regard to
the experimental setup and the applicative scenario. First of all, the final learning
algorithm is alternatively solving convex optimization problems, which makes it in-
trinsically efficient and therefore attractive for online applications and embedded
systems. Second, matrix completion is transductive by nature, thus able to satisfac-
torily exploit unlabeled data to regularize the classifier. Third, we gain the capacity
to model missing data, leading to a flexible framework able to use all (partially and
sparsely) available labels and features.

Our study opens the door to several interesting future research directions. First
of all, our approach can be extended to take into account conversational groups
during the learning phase. Indeed, knowledge about which persons are involved in
the same conversation (discussing together) is great prior information for the es-
timation of the head and body poses. Second, a holistic framework to jointly track
people positions and head and body pose would probably be more effective than
addressing each single task independently. Finally, the spectrum of applications of
the proposed method should be enlarged to address other high-level tasks, such as
detecting the addressee and the addresser. In general, this line of research could
be useful to endow a robotic platform with the ability to understand the current
communicative situation and to automatically shape its behavior, thus adapting to
the environment. Similarly, it could be used for surveillance applications and in
particular to characterize the social behavior of the individuals in a mall or a train
station, although the use of wearable sensors in this applicative scenario would be
more restricted. Finally, such automatic analyses could be helpful in extracting be-
havioral patterns of different subjects of interest (psychiatric patients, children, or
elderly people) for different applications (for instance, understanding their social
relational patterns, education, and health status monitoring, respectively).
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4.1 Introduction
Multimedia systems produce and transmit a huge amount of content (image, video,
and audio) that needs to be processed (real-time) in order to infer its meaning.
Also, the storage, distribution, and retrieval of multimedia data is becoming an
important task. Irrespective of whether the content processing is performed in
real time or in an offline manner, high-end computing infrastructure is required,
which is usually very expensive. Today, it is a common practice that such high-end
computing tasks are outsourced to a third-party server such as a cloud data center.
Such solutions deliver highly scalable and virtualized computing/storage/network
resources to efficiently perform the required services.

Since the third-party service providers can often be untrustworthy, their use
raises obvious security and privacy concerns. With the invention of modern mul-
timedia processing tools and techniques, it is easy to interpret the information
contained in multimedia and mine the content using computer algorithms to gain
the usable information such as an individual’s identity, current location, move-
ments, and time stamps related to various events [Saini et al. 2012], causing serious
damage to the individual’s privacy. In order to employ the advantages of outsourc-
ing (i.e., a high-end computing facility) and to overcome its shortcomings (i.e.,
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Figure 4.1 Signal processing in plaintext domain.

privacy risks), there is a need for a mechanism to secure the original multimedia
content before providing it to the third-party servers for processing, in such a way
that an adversary present at these untrusted servers cannot infer anything from the
data, but the data can still be processed for the required tasks.

In practice, the most common way to secure multimedia content is to apply cryp-
tographic tools/techniques such as encryption on the original content. However, in
order to process the data, a great amount of effort is required at the receiver’s end,
first to decrypt the data and then to extract its features to operate (see Figure 4.1).

In many real-world scenarios, it is preferable to process the multimedia content
directly in an encrypted form. Data processing in encrypted domain requires an
operation to provide the same result when it is performed on the encrypted content
and when it is applied to the original content [Bianchi et al. 2009b]. The real
challenge in the design and development of such a system, as depicted in Figure
4.2, lies in the fact that the content transformation must be done in such a way that
the accuracy of the content processing algorithms is not affected, and so that an
adversary disguised as a third party is unable to infer any confidential information
from the available content. In other words, the result of processing the signal in
encrypted domain must be equivalent to the result of processing the same signal
in plaintext domain.

Signal processing in encrypted domain (SPED) has been an important area of
research for decades. In December 2006, a three-year-long project dedicated to this
topic, called SPEED [Erkin et al. 2006], started in Europe. This proved to be a major
stepping stone in this area of research. In 2007, there was a special issue published
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in EURASIP Journal on Information Security on SPED [Piva and Katzenbeisser 2008].
Thereafter, many special sessions on SPEED have been organized at various work-
shops [Bianchi et al. 2009b, Bianchi et al. 2010] and conferences [Barni and Piva
2008, Rane and Barni 2011]. Some papers [Lu et al. 2011, Puech et al. 2012], includ-
ing a keynote speech, were also presented at various platforms. There are some
existing surveys [Erkin et al. 2007, Piva and Katzenbeisser 2008, Prins et al. 2006]
that summarize the details of applying cryptographic primitives to signal process-
ing operations in encrypted domain. They consider various signal processing tasks
as independent piece-wise operations and present an overview of the homomorphic
mathematical details making SPED plausible. There are some works [Fontaine and
Galand 2007, Gentry 2009, Lagendijk et al. 2013, Aguilar et al. 2013] that present
a literature review of the availability of the latest trends and techniques in homo-
morphic cryptosystems. Such works emphasize the provable security and privacy
of the discussed cryptographic primitives, along with their ability to be utilized for
SPED and other cloud-based secure processing frameworks.

This chapter emphasizes the need for secure multimedia processing, and re-
views the available state-of-the-art literature. We present an overview of the avail-
able methods and techniques for processing different kinds of multimedia content
(mainly image, video, and audio) in encrypted domain. Past work has been ana-
lyzed from different perspectives such as the content processing task performed,
the cryptographic technique used, and data and computation overheads incurred.
Finally, various open research issues involved with encrypted domain multimedia
processing are discussed. It is assumed that readers have a basic understanding of
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Table 4.1 A list of the symbols used in the chapter

Symbol Used Description

E(.), D(.) Encryption and decryption functions,
respectively.

Zn A cyclic group or finite field with group of integers
[0, 1, 2, . . . , n− 1] under modulo n, n denotes
the order or size of the group.

c(p, r)= gp.hrmodN Commitment value of a random binding factor
p; where g is an element of higher order in Zn, h
is an element of higher order generated by g and
discrete log of g in base h & h is base g must be
unknown.

the traditional cryptographic algorithms (e.g., RSA/AES/DDH, etc.) or other mathe-
matical signal processing operations (e.g., SIFT/DCT/FFT/CNF, etc.). To guide the
reader, we have provided in Table 4.1 a list of symbols used in this chapter.

The rest of this chapter is organized as follows. In Section 4.2, we present an
overview of SPED and discuss its various applications and benefits. Section 4.3
discusses the literature on secure processing of images in encrypted domain. A
chronological description of seminal contributions in the domain of processing
video data for preserving the privacy of ROI, followed by data processing over
encrypted databases in secure domain, are summarized in Section 4.4. Section 4.5
presents a similar overview of progressive realization of SPED techniques used for
audio signals. Finally, Section 4.6 concludes the chapter by pointing out some open
issues and possible avenues of further research in the area of encrypted domain
multimedia processing. A ready reckoner is also provided as a starting point for
the naive researchers in this area.

4.2 SPED: An Overview

4.2.1 Background
One of the earliest papers published by [Ahituv et al. 1987] put forward the con-
cept of processing data in encrypted domain. For the first time, the world was
presented with the challenges of processing encrypted signals, thereby present-
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ing a plethora of opportunities for research in this unexplored area. The authors
presented the banking transaction–centric, stepwise performance of arithmetic
operations on the encrypted data by taking the following four scenarios into con-
sideration: 1) adding an encrypted data element to plaintext, 2) adding encrypted
data to other encrypted data, 3) examining a homomorphic approach for the sys-
tem to overcome the problem of one-time breaking of the key, and 4) adding an
acceptable level of encryption strength. This seminal work presented a detailed
description of requirements and algorithms to process the encrypted data, and
limitations, for each of the above four cases. It also suggested some future research
directions such as addressing more specific practical difficulties in processing en-
crypted data, actual implementation of the proposed algorithms for typical I/O
sequences, interface between the encrypted domain processing, and public-key
cryptosystems.

Bianchi et al. [2008a, 2009b], and Erkin et al. [2007] have emphasized that the
ability to manipulate signals in encrypted domain is largely based on the following
two assumptions:

Homomorphic encryption. Homomorphism is a transformation from one
type of algebraic structure into another such that the structure is pre-
served. This means that for every manipulation to the original data, there
is a corresponding manipulation to the transformed data. Furthermore,
these manipulations can be classified as additive and multiplicative homo-
morphism. For example, D(E(m1)+E(m2) mod O)= (m1 +m2) mod O and
D(E(m1)× E(m2) mod O)= (m1 ×m2) mod O are examples of additive and
multiplicative homomorphism, respectively.

Many public-key cryptosystems utilize particular homomorphic proper-
ties to carry out the processing of the signals in encrypted domain. They
are mostly based on the difficulty of solving some computationally hard
and complex problems, such as the ElGamal cryptosystem [Elgamal 1985]—
discrete logarithm in finite field with large (prime) numbers, the RSA crypto-
system [Rivest et al. 1978]—factorization of large composite numbers, and
the Paillier cryptosystem [Paillier 1999]—deciding if a number is an nth power
of ZN for a large enough composite N . A table identifying homomorphism
in several cryptosystems can be found in Erkin et al. [2007].

Independent sample-wise processing. Encryption is independently applied on
individual signal samples. Erkin et al. [2007] state that, although there are
no measures applied to hide the temporal or spatial characteristics of the
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signal, the use of sophisticated encryption schemes that are semantically
secure achieves this property automatically.

Bianchi et al. [2008a, 2009b], and Erkin et al. [2007] have realized that public-
key cryptosystems operate on very large algebraic structures. This further facilitated
the use of a probabilistic cryptosystem[Goldwasser and Micali 1984] instead of a de-
terministic cryptosystem, to ensure that for any two encrypted signals it is almost
impossible to determine if they hide the same sample signal value. The importance
of using a probabilistic cryptosystem for encryption lies in the fact that the encryp-
tion function is no longer one to one, but one to many, and the decryption function
is many to one. There is a huge expansion in the ciphertext space, with its size deter-
mined by a random blinding factor (unknown to the decryption function) and the
security parameters used. The probabilistic cryptosystems also retain their homo-
morphic property within the original ciphertext space. The chosen plaintext attack
involves listing all possible plaintexts and their corresponding ciphertexts, which
becomes computationally hard for a sufficiently large size of the blinding space.

As a solution to data expansion, Bianchi et al. [2008a, 2009b], have proposed
to represent an encrypted signal as a reduced-sized, composite signal, allowing
linear operations in encrypted domain to speed up via parallel processing. Some
fundamental signal processing operations have been implemented: linear filtering
[Bianchi et al. 2008a, 2009a], sum-product of two signals [Bianchi et al. 2009b],
discrete Fourier transformation [Bianchi et al. 2008b, 2008c], and so on. Their
papers discuss application-oriented, case-specific studies in which their methods
can be utilized, and the advantages or limitations of having such a system.

Most work on signal processing in encrypted domain is based on client-server
architecture where the client is constrained in resources and needs to offload stor-
age and/or computation to the server. These servers can be untrustworthy because
they are operated by third-parties outside the firewall of the client. A good example
of such architecture is cloud data center (CDC). When designing security models
for such scenarios, it is important to take into account the possible behavior of
parties involved in the protocol. There are two common attacker models used to
categorize such behaviors:

Semi-honest model (passive adversary). Also called honest-but-curious model,
this model was first introduced by Goldreich et al. [1987]. Parties in this
model follow the computation protocol semi-faithfully, meaning that it can
be unintentionally faulty in its computations but most importantly attempts
to infer additional information from messages received during the protocol
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execution. Since this model is based on the assumption that parties are
honest, it may be unrealistic in some settings where a party is malicious.

Malicious model (active adversary). This model presents a more realistic case
where a party deviates from the protocol. Among many other behaviors,
a malicious adversary might inject false data or return false computation
results in order to infer some sensitive information.

4.2.2 Applications
There are numerous applications of SPED. The most common are briefly listed as
follows:

Electronic voting. Voting is a highly confidential activity, whether it involves a
small group or a large nation. Privacy, integrity, and verifiability are essential
requirements for a voting scheme to be accurate and secure. Privacy involves
maintaining the anonymity of the vote, i.e., who voted for whom. Integrity
ensures that all the votes are valid and there is no involvement of malicious
voters. Verifiability is needed to cross-check the outcome of the votes. These
requirements can be fulfilled by using zero-knowledge proofs and homomor-
phic cryptosystems [Benaloh 1994, Cramer et al. 1997, Damgard and Jurik
2001, Hirt and Sako 2000].

Function hiding. Function hiding involves encrypting the original function
in such a way that anyone can do the computations themselves, keeping
the function concealed from them. This reduces the huge transmission and
communication cost between the creator and the user of the function. Sander
and Tschudin [1998] have proposed utilizing the homomorphic encryption
schemes to hide the function and let an unknown decrypt the result.

Digital watermarking. Digital watermarking involves covertly hiding informa-
tion in a signal so as to identify its ownership. It has an important digital
rights management application in verifying the authenticity or integrity of
the original content (e.g., a user is allowed to run the original content, but not
to copy it). Since the watermark is an inherent part of the signal, it should be
kept secret or at least within a trusted environment [Cox et al. 1996]. In their
2001 article, Adelsbach and Sadeghi introduced a zero-knowledge watermark
detection protocol. Kalker [2007] later proposed a more efficient variant of
the same by using the Paillier cryptosystem.
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Collaborative filtering. Personalized Internet usage has a huge impact on to-
day’s economy. Marketers use data obtained from digital footprints (i.e.,
social networking sites, search histories, etc.) to “personalize” the adver-
tisements that the user sees on certain websites, suggesting products that
correspond to the user’s digital footprint. This “personalized” marketing,
however, costs the users their privacy. Collaborative filtering in the encrypted
domain can help allow users to keep control over their data while still being
able to retrieve personal recommendations [Erkin et al. 2011]. Canny [2002]
has proposed the same recommender system in encrypted domain.

Searching in encrypted databases. Traditionally, a keyword search is per-
formed on the files kept in a database. However, in the current era of cloud
computing, there is a continuous trend of delegating the multimedia pro-
cessing tasks to third-party service providers. To maintain data confidential-
ity and integrity, there is an urgent need to keep multimedia data files in an
encrypted format on the non-trusted servers, thereby carrying out secure pro-
cessing of the content in encrypted domain [Song et al. 2000, Swaminathan
et al. 2007, Lu et al. 2009a].

Processing encrypted multimedia files. In order to provide cloud computing
storage and retrieval services, processing multimedia (in the form of im-
age/video/audio content) in encrypted domain is inevitable from security
and privacy perspectives. Several strategies have been proposed for secure
face recognition in Avidan and Butman [2006] and Erkin et al. [2009], using
homomorphic encryption. Upmanyu [2009, 2010], have proposed a frame-
work for implementing video surveillance in encrypted domain using secret
sharing techniques.

Matching biometric data. Privacy-preserving matching of biometrics is gain-
ing importance, especially when a subject’s identity is to be matched against
a stored database of biometrics owned by an agency [Puech et al. 2012,
Upmanyu 2010, Bianchi et al. 2010, Barni et al. 2010, Torres et al. 2014,
Bringer et al. 2014, Pillai et al. 2011]. Encrypted domain processing is impor-
tant for stopping an adversary from mis-utilizing a biometric system, which
in turn can be used to access sensitive information by illegally impersonating
the victim. Depending upon the level of security, encryption techniques can
be applied to the subject’s side, the data server’s side, or both. In addition to
thus securing the matching process, privacy-preserving techniques are also
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being applied when securing the storage and transmission of biometric tem-
plates [Evans et al. 2015, Sutcu et al. 2007].

Secure processing of medical data. Processing of medical data (EEG, ECG,
DNA, MRI, etc.) by remote health expert systems has been very valuable for
telemedicine. However, there are some concerns about patient confidential-
ity due to the sensitivity of such records. SPED building blocks are being
applied to make such systems secure and protect the privacy and confiden-
tiality of patients. Examples are the work by Troncoso-Pastoriza et al. [2007],
Szajda et al. [2006], and Kantarcioglu et al. [2008] on performing secure
search over DNA data; work by Lazzeretti et al. [2012] on privacy-preserving
for secure evaluation of the quality of electrocardiogram (ECG) signals by
a remote health monitoring system in order to guarantee correct medical
decisions; and work by Barni et al. [2011] on secure classification of ECG
signals.

4.2.3 Benefits
The main advantage of SPED is that it allows for computing with concealed data.
This provides a secure platform to the computing party, because the data re-
mains obscured to the adversary (if any). This advantage allows for distributed
computing and delegation of multimedia services. Hence, through this survey it is
shown that there is a dire need for preserving the privacy of multimedia content
(text/image/video/audio), especially in today’s world when it is a trend to outsource
the storage of data, and many high-end computations are done at an untrusted or
a third-party server like a cloud data center.

The following are the major benefits of using SPED:

Data privacy and integrity. The processing of data in encrypted domain allows
users to work on data in a concealed format. It allows for computing with this
data in a hostile environment while protecting privacy and security. On the
other hand, data integrity depends on the attacker model a security protocol
addresses. Malicious models provide this requirement, whereas semi-honest
models do not guarantee integrity, as they are based on assumptions that
parties are honest and hence exclude integrity checks.

Data confidentiality. Encrypted domain processing of data saves a lot of com-
munication and computation overhead. Since it involves direct processing
of encrypted data, only the input and result have to be verified. The user
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feels more confident about the correctness of results because he performs
the processing tasks himself, thus achieving the goal of “security not at the
cost of accuracy.” The performance of the encrypted domain implementation
should be similar to that of the plaintext domain implementation.

Efficiency. Encryption and decryption are usually expensive. By directly pro-
cessing data in encrypted domain, we can ensure that the computations will
be securely performed, even in distributed third-party service providers, e.g.,
cloud data centers. Such untrusted servers are usually cheaper and can per-
form the high-end computing tasks efficiently.

Scalable solutions. Due to the latest trends in “big data” analytics, there are
many huge data producing multimedia systems requiring distributed data
storage and processing. By judiciously utilizing SPED, large amounts of mul-
timedia data can be processed in a secure way on scalable platforms such as
the cloud.

4.3 Image Processing in Encrypted Domain
We have seen that signal processing in encrypted domain was initially introduced
by Ahituv et al. [1987], and after that, for more than a decade and a half, it was
mainly concentrated in the textual domain. Recently, in the past half decade, move-
ment has taken place and diverted the attention of researchers toward dealing with
the specific problems encountered when processing other types of media (e.g.,
image, video, or audio) in encrypted domain, to maintain security and privacy.
Image processing in encrypted domain has been applied in areas such as image
search/retrieval, feature extraction, biometric recognition, and quality enhance-
ment.

4.3.1 Image Search/Retrieval
There has been some work on typical (non-encrypted) multimedia retrieval in a
secure way, evaluating the similarity of two files’ contents using the distance be-
tween their visual features, such as color histograms, shape descriptors, or salient
points [Datta et al. 2008]. Other work by Shashank et al. [2008] has brought the at-
tention of researchers to the problem of protecting the privacy of the query image
when searching over a public database, where the query and database images are
both kept in encrypted form. The authors formulated the query message and re-
sponse message during multiple rounds of communications between the user and
the server, such that the server is made oblivious to the actual search path and is
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thus unaware of the query content. The technique used for secure image retrieval
is analogous to PIR (private information retrieval) for secure document retrieval,
and hence is called content-based information retrieval (CBIR) [Smeulders et al.
2000]. However, applying the cryptographic primitives to such CBIR systems is not
straightforward; the distance between feature vectors after encryption is not pre-
served, and the efficiency and scalability are not easily achieved for multimedia
retrieval. The comparison of the similarity metrics among high-dimensional vec-
tors using cryptographic primitives is also complex. A survey of related challenges
can be found in Lew et al. [2006].

In 2009, a paper by Lu et al. [2009a] followed the work by Swaminathan et al.
[2007] for rank-ordered search over encrypted text documents, so that documents
can be returned in the order of their relevance to the query term. Lu et al. thus intro-
duced the multimedia community to the problem of enabling CBIR over encrypted
multimedia (image/video/audio) databases. In this paper, the authors argued that
secure text search techniques can be applied to “keyword based search of multime-
dia data.” Keyword search relies on having accurate text descriptions of the content
already available, and its search scope is confined to the existing keyword set. On
the other hand, a content-based search over an encrypted multimedia database,
if it can be done, provides more flexibility; sample images, audio, or videos are
presented as query, and documents with similar audio-visual content in the data-
base are identified. This work was mainly restricted to processing encrypted images
(scalable to large databases) and search indexes. The multimedia documents were
first encrypted by the content owner and then stored onto the server (non-trusted).
By jointly applying cryptographic techniques, such as OPE and randomized hash
functions, with image processing and PIR techniques, secure indexing schemes
were designed to provide both privacy protection and rank-ordered search capa-
bility. Two secure indexing schemes were proposed: the first scheme made use of
inverted indexes of visual words and the second scheme exploited randomized hash
functions. A thorough analysis of the retrieval results on an encrypted color image
database and security analysis of the secure indexing schemes under different at-
tack models show that data confidentiality can be preserved while retaining very
good retrieval performance. A detailed description of the security analysis for a
ciphertext-only attack and a known plaintext attack can be read in Lu et al. [2009a].

In another paper [Lu et al. 2009b], these authors presented complementary
research to corroborate the aspects of encrypted multimedia retrieval for secure
online services. The paper focused on image feature protection techniques (where
data confidentiality is preserved both in the storage and retrieval processes) that
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enabled similarity comparison among protected features. By utilizing both signal
processing and cryptographic techniques (e.g., OPE, AES/RSA, etc.) along with im-
age processing tools, three schemes have been investigated and compared by Kim
et al. [2007], including bitplane randomization, random projection, and random-
ized unary encoding. This paper focused on the previously mentioned problem of
image feature protection, which allowed the computation of similarity measures
among encrypted features, so that secure CBIR [Datta et al. 2008, Shashank et al.
2008] could be achieved. Thus, techniques for secure image retrieval to encrypt
image features, while approximately preserving their distances and three feature
protection schemes, are explored and compared in terms of security, retrieval per-
formance, and computational complexity. A complete security analysis of Lu et al.
[2009a] was then presented in Lu et al. [2010].

Another paper on secure multimedia (image and video) retrieval was presented
recently in 2015 by Chu and Chang [2015], who propose a client-server privacy-
preserving multimedia retrieval framework based on homomorphic encryption
schemes (Paillier and DGK), garbled circuit, and bipartite graph. In their work,
both the client’s query (feature vectors of multimedia content-image or video)
and the server’s database are encrypted. The server then constructs a bipartite
graph over the similarity between the encrypted query and database, and finds the
minimum-cost bipartite graph matching by using the Hungarian algorithm in the
encrypted domain. The advantage of this work over previous work [Lu et al. 2009b]
on image retrieval is the use of a garbled circuit and packing scheme to reduce
computation and communication cost, since the comparison protocol in ED was
based on expensive computation on exponents and frequent interactions between
client and server. However, there are minimal accuracy losses between encrypted
domain and plaintext domain processing as a result of quantizing real values to
integer.

4.3.2 Feature Extraction
Due to the fact that scale-invariant feature transform (SIFT) has been widely
adopted in various fields (detecting and describing local features in images), in
their 2011 article, Hsu et al. have sought to address the problem of secure SIFT
feature extraction [Hsu et al. 2009] and representation in the encrypted domain.
They propose a homomorphic encryption-based secure SIFT method for privacy-
preserving feature extraction. To achieve secure SIFT, the Difference-of-Gaussian
(DoG) transform is executed in the encrypted domain and a representation based
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on the Paillier cryptosystem [Paillier 1999] is made. Moreover, to perform homo-
morphic comparison for SIFT feature detection, they investigated a quantization-
like secure comparison strategy. Unlike the existing homomorphic cryptosystems
providing additive and multiplicative homomorphism, the paper has remarkably
presented the method to achieve local extrema extraction, descriptor calculation,
and descriptor matching, all in the encrypted domain.

Later on in 2014, the secure SIFT comparison protocol proposed by Hsu et al.
[2009, 2011], was analyzed by work in Schneider and Schneider [2014]. In that
paper, the shortcoming of the comparison protocol is identified and potential rem-
edy strategies are discussed. The authors argue that the weaknesses of the protocol
are as follows. (i) Computation of the comparison protocol on the server is not
feasible for large values of encrypted data (as a result of expansion due to increas-
ing thresholds and large primes recommended by Hsu et al. [2009, 2011], when
security parameters are chosen according to today’s recommendations. Further
proof can be found in Schneider and Schneider [2014]. (ii) The protocol, how-
ever, is computationally feasible when encrypted values are small, i.e., the modulus
prime used for encryption is small (100 bits) as proposed in Hsu et al. [2009, 2011].
This results in reduced security, which leads to the second weakness. Based on
this reduced security, the paper provides scenarios for cryptanalysis on the proto-
col. In order to achieve a balance between computational feasibility and security,
the paper suggests alternative comparison protocols utilizing (1) interactive proto-
cols with additively homomorphic encryption where interaction between user and
server in minimized by outsourcing the computation to two non-colluding servers,
or (2) non-interactive comparison using fully homomorphic encryption. In an at-
tempt to address the unrealistic computational problem of comparison protocol
in Hsu et al. [2011], Qin et al. [2014] have designed a cloud-based architecture
for the secure computation of SIFT. In contrast to utilizing computationally ex-
pensive homomorphic encryption (Paillier) as in Hsu et al. [2011], their scheme
leverages the efficiency of splitting-based encryption, order preserving encryption
(OPE), random permutation, and dummy-point perturbation as their cryptographic
primitives. Furthermore, the authors proceed to highlight the feasibility of their
framework in a real-world setting by deploying it on the Microsoft Azure cloud
environment.

Work by Kiya and Fujiyoshi [2012] presents a framework for signal and image
processing in encrypted domain. Their work applies directly to the contemporary
cloud computing framework and facilitates the transmission and processing of
multimedia (mainly image) content in encrypted form. Their motivation lies in
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the utilization of basic additive and multiplicative homomorphic properties for
image processing in encrypted domain. They support their ideas with the help of
two tangible examples:

. Demonstrating the DCT sign correlation for images, about which contains
important information its corresponding signal and is useful for identifi-
cation and estimation of displacement amount, rotation angle, and scaling
factor, similar to the phase correlation. In order to perform DCT in encrypted
domain, the authors first apply DCT to the original signal to obtain DCT coef-
ficients and then the coefficients are separated to corresponding magnitude
and sign. By using cryptographic public encryption, a sequence is generated
by a stream cipher with a key, and signs are encrypted, thereby maintaining
a correlation in encrypted domain.

. Identifying JPEG 2000 images in encrypted domain. The authors first encode
images/video sequences by JPEG 2000; then they are encrypted and stored in
a database. A query image is also encoded by JPEG 2000, and then compared
to compressed-and-encrypted images in the database (a detailed description
can be read in Kiya and Fujiyoshi [2012]).

4.3.3 Biometric Recognition
In work by Yogachandran et al. [2012], the authors perform encrypted domain facial
expression recognition, based on local Fisher discriminant analysis over the cloud.
A framework based on an asymmetric cryptosystem is suggested, in which the client
distributes its public key to the server (at a cloud data center) and keeps its private
key a secret. The server is able to perform encryptions under this public key and
processes the data in encrypted domain. However, only the client is able to decrypt
any encrypted messages using its corresponding private key. The processing of
data in encrypted domain utilizes the additive homomorphic properties of the
Paillier cryptosystem to perform the required linear operations. In recognizing up
to 95.24% of the facial expressions computed, this system outperforms the chosen
database in encrypted domain.

4.3.4 Quality Enhancement
In Bogdanov [2007] and Islam et al. [2009], authors study the homomorphic proper-
ties of secret sharing to perform mathematical operations on the share data itself.
Recently, there have been a few related studies involving direct processing of the
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encrypted share images using secret sharing [SaghaianNejadEsfahani et al. 2012],
performing image denoising in wavelet domain. In their 2012 article, Mohanty et al.
first suggested utilizing the additive and multiplicative homomorphism to perform
secure rendering on secret-shared medical images over third-party cloud data cen-
ters. They later extended this work to show scaling and cropping operations over
medical images [Mohanty et al. 2013]. This was clearly a breakthrough in using
real number analysis for addition and multiplication over images in encrypted do-
main. Furthermore, both of their papers addressed a security requirement that
ensured data integrity and protection against tampering with medical data over the
cloud. Other noteworthy work by Lathey et al. [2013] first presented the possibil-
ity of obtaining equivalent results in encrypted and plaintext domain(s), involving
division operations (especially involving non-terminating quotients) for low-pass
filtering of images over the cloud. Later, these authors extended their research to
propose schemes for secure image enhancement (anti-aliasing, edge sharpening,
contrast enhancement, and dehazing) over the cloud [Lathey and Atrey 2015]. Their
secure implementation was based on performing unsharp masking and histogram
equalization over encrypted image shares over the cloud. Security of their work was
proven from the perspective of preservation of information theoretic security from
(T , N) SSS.

There has not been much work with the application of fully homomorphic en-
cryption (FHE) techniques for privacy-preserving of multimedia content. However,
recent work proposed by Shortell and Shokoufandeh [2015] would provide an im-
plementation of a brightness/contrast filter for images in encrypted domain with
FHE. The architecture of the proposed work is based on a two-party scenario where
the security and privacy of a client’s signal is protected while being processed on
a third-party server. Authors discuss the limitations of their work as follows: (i) nu-
merical errors are introduced into the secure filters operation when compared to
PD processing as a result of scaling real-valued filter coefficients to integer values,
and (ii) FHE is computationally expensive; for this reason authors state that a GPU
can be used to improve performance.

A summary of all the papers described above is provided in Table 4.2. It is clear
that by adopting various tools/techniques utilized for processing encrypted text
content, powerful computing can also be done on image data in encrypted domain.
For example, searching for images over encrypted databases using homomorphism
(Paillier cryptosystem), randomized hash function, homomorphic secret sharing,
etc., can be treated as analogous to secure text data processing in the encrypted
domain.
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4.4 Video Processing in Encrypted Domain
Recent tremendous growth in video data in various scenarios, including CCTV
surveillance, social media and personal video albums, has posed challenges for
its secure storage and processing. There has been a continuous trade-off between
privacy and security, and many research efforts have been made to explore the
ways in which privacy comes to the fore in day-to-day applications where video
is captured. For example, in public video surveillance systems [Slobogin 2002,
Bennett 2008, Norris et al. 1998, Walby 2005, Dubbeld 2002, Hubbard et al. 2004],
it is well established that these systems have been very useful for public safety, but
the widespread usage of surveillance cameras at offices, hospitals, parks, streets,
shopping malls, parking lots, residential complexes, schools, banks and other
business/public/commercial establishments raises privacy concerns in watching
the captured people’s private moments, location, and companion(s), leading to
further analyzing their time-stamps and associated day-to-day activities.

Yet “necessity is the mother of invention.” These privacy concerns pointed
toward developing schemes and architectures for secure and privacy-aware video-
based systems. Thus, having created a niche in developing tools for processing
encrypted text and image data, researchers have started to harness the unex-
plored opportunities available in processing encrypted video data (particularly,
in surveillance applications). Although it is in a nascent stage, this area of re-
search is one of the most sought-after among the researchers in the multimedia
community. Video processing in encrypted domain has been applied in various
ways, such as by making video data unrecognizable, exploring the new secure do-
mains for video encoding, and implementing secure video processing in encrypted
domain.

4.4.1 Making Video Data Unrecognizable
There have been several attempts to protect video data by making video content
unrecognizable. A brief history summarizing privacy issues in surveillance videos
is presented in Upmanyu et al. [2009]. The authors point out that SMC has been
used initially as a privacy-preserving cryptographic protocol [Shashank et al. 2008].
In fact, Avidan and Butman [2006] have proposed the idea of blind vision, allow-
ing a classifier to run on someone’s data without revealing the algorithm or gain-
ing knowledge of the data. Masking only the sensitive information in the videos
(like faces) has also been studied in Chattopadhyay and Boult [2007], Spindler
et al. [2008], Boult [2005], Mart́ınez-Ponte et al. [2005], and Dufaux and Ebrahimi
[2004]. The efficiency of such schemes was related to the combination of classical
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cryptographic tools/techniques with modern video processing methods. Only an
authorized user possessing the secret key could have access to the real data. Fur-
thermore, selective scrambling to conceal the ROI in MPEG 4 surveillance videos,
using a new transform domain–codestream scrambling method has been intro-
duced in Dufaux and Ebrahimi [2008]. Prior to their work, Zeng and Lei [1999,
2003] and Wen et al. [2001, 2002] proposed scrambling techniques in the frequency
domain by employing selective encryption of compressed videos’ bitstreams and
shuffling. Face swapping [Bitouk et al. 2008] (for similar face poses using their built-
in face library for replacing similar skin tones, lighting conditions, and viewpoints)
and face [Newton et al. 2005] (using their own privacy protecting k-same algorithm)
or person [Luo et al. 2010] (using homomorphic encryption) deidentification has
also been proposed as a solution to preserve privacy. Video data transformation
by a combination of quantization and blurring has been proposed by Saini et al.
[2013], in order to get the appropriate trade-off between privacy and utility. Some
other layered encoding-decoding architectures have been put forward to hide the
privacy-intrusive details while preserving the information necessary for the sys-
tem to be useful Senior et al. [2003], Iqbal et al. [2006]. The ROI-based control
scheme for encoding traffic surveillance videos has also been proposed [Ching and
Su 2009].

Hence a summary of the literature concerning protecting the privacy of sensitive
issues in videos (particularly, surveillance data) can be seen in Table 4.3.

4.4.2 Exploring Secure Domains for Video Encoding
All the above approaches (except Saini et al. [2013]) rely on the successful detection
of the ROIs and do not provide any guarantee of achieving perfect security and
privacy. Moreover, the original video is lost in most of the cases after applying
privacy-preserving measures. However, an important paper by Mao and Wu [2006]
discusses the importance and feasibility of applying a joint signal processing and
cryptographic approach to multimedia encryption, in order to address the access-
control issues unique to multimedia applications. The goal of the authors was
to design encryption tools for multimedia that could encrypt once and securely
process in many ways using existing multimedia signal processing techniques.
In particular, they investigated the possible domains in which encryptions can
be applied, including the sample domain, the quantized transform domain, the
intermediate bitplanes, and the bitstream domain. The resulting system takes into
consideration the structure and syntax of multimedia sources and protected the
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Table 4.3 A list of the representative literature for protecting privacy of selective regions
in videos

Papers Processing task Technique used

Shashank et al. [2008] Retrieval of images/videos PIR, hashing/indexing for tree-based
searches

Avidan and Butman [2006] Blind vision: video data classifier SMC

Chattopadhyay and Boult
[2007]

Video surveillance Programmable cameras

Spindler et al. [2008] Detection of ROI Programmable cameras

Zeng and Lei [1999] and
Zeng and Lei [2003]

Selective scrambling Selective bit scrambling, block
shuffling, and block rotation

Wen et al. [2001] and
Wen et al. [2002]

Selective srambling Selective encryption and
spatial/frequency shuffling

Dufaux and Ebrahimi [2008] Selective scrambling Transform domain encryption

Bitouk et al. [2008] Face swapping Face replacement using built-in face
library

Newton et al. [2005] Face deidentification Proposed k-same algorithm

Saini et al. [2013] Surveillance video Quantization and blurring

Senior et al. [2003] and Layered encoding-decoding Key-based cryptographic
Iqbal et al. [2006] architectures protocols

content confidentiality during delegate processing. The mathematical details of
all these operations can be found in Mao and Wu [2006].

An interesting contribution of this work led is to introduce a notion of
multimedia-oriented security to evaluate it against approximation recovery. They
use the security of visual data as an example and have proposed a detailed version of
their visual security scores (extendable to auditory and other types of multimedia).
They also presented a framework for a video encryption system. Using this system,
several example configurations were presented and the encrypted videos were com-
pared in terms of the security against brute-force and approximation attacks, the
friendliness to delegate processing, and the compression overhead. In addition to
this, the experimental results show that by strategically integrating selective value
encryption and intra-bitplane shuffling, as well as spatial permutation, the result-
ing encryption system could achieve a good trade-off among security, friendliness
to delegate processing, and bit-rate overhead.

4.4.3 Implementing Secure Video Processing in Encrypted Domain
Following the trend, the work by Upmanyu [2009, 2010] has proven to be important
research related to “efficient privacy preserving protocols for visual computation.”
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These authors have purely focused on the development of highly secure commu-
nication and computationally efficient algorithms for problems with “immediate
impact” in the domain of computer vision and related areas. They studied and pro-
posed secure solutions for applications such as blind authentication, i.e., blindly
authenticating a remote-user using his biometric, object tracking, and face de-
tection over the cloud. They presented a secure framework for carrying out visual
surveillance on random-looking video streams at remote servers. Certain desirable
properties of visual data such as fixed range and insensitivity to datascale were
explored to achieve distributed, efficient, and secure computation of surveillance
algorithms in the above framework. However, this approach had two shortcom-
ings: (i) the method was useful for carrying out integer addition and subtraction
operations only, and (ii) the authors themselves stated that their system was not
able to perform the division operations, as it required choosing a prime number
in such a way that the size of the modulo domain would be increased more than
required. Subsequently, an alternative was proposed by using an additional compu-
tation server where the merge function was applied to respective residues obtained
from other independent servers and the division/comparison was performed in the
real domain. Hence, it led to another requirement to secure the intermediate in-
formation against attacks. Also, there was an additional communication overhead
in sending the residues to the additional server and receiving the processed data
back for this purpose. Recently, Chu et al. [2013] have proposed a parallel aspect
of real-time privacy-preserving moving object detection in the cloud by utilizing
homomorphic properties of the Paillier cryptosystem.

Furthermore, Erkin et al. [2009] propose encrypting face images using homo-
morphic encryption and letting the eigenface recognition algorithm work on en-
crypted data without revealing private information to the holder of the face data-
base. Sadeghi et al. [2010] have further improved the efficiency of the proposed
approach by replacing the matching mechanism in Erkin et al. [2009] with a fine-
tuned garbled circuit. Sohn et al. [2010] proposed watch list screening for video
surveillance systems that discriminates groups of identities of interest without re-
vealing face images. Osadchy et al. [2010] have proposed a new face identification
system designed for use in secure computation based on homomorphic encryption
and oblivious transfer protocols.

Similar to the deduplication technique on encrypted text data in Fan et al. [2015],
Zheng et al. [2015] have also sought to optimize transmission and storage of video
over the cloud in a privacy-preserving manner. Their proposed scheme performs
deduplication on encrypted SVC (scalable video coded) videos. The goal of this work
is to greatly reduce the network bandwidth and eliminate the storage redundancy of
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SVC video files in cloud services to ensure fast retrieval and efficient dissemination
to heterogeneous networks and different devices. Their architecture involves a user
(client), a third-party agency, and the CDC. The user (client) engages in an RSA-
OPRF protocol with the agency in a blinded manner to derive message tags of
the various layers of the SVC video before uploading to the cloud for duplication
checks in a secure manner. Authors utilize an RSA-OPRF scheme built on RSA blind
signatures to meet security requirements of their framework. This achieves security
and confidentiality for both semi-honest and malicious adversarial cases over the
cloud in the bounded leakage setting proposed by Xu et al. [2013], to defend against
off-line brute-force attacks over predictable videos.

A summary of all the literature related to encrypted domain video processing is
provided in Table 4.4. It is clear that most of the previous work has been done for
video processing in secure domain, i.e., by selective encryption or performing some
irreversible operations on the video data, due to which the video content becomes
unrecognizable. The drawback of using such techniques is that original video con-
tent is also lost. Hence, in the past 4–5 years, researchers have started to process
video data directly in encrypted form. So far, only a few authors demonstrate a se-
cure privacy-aware system for carrying out video processing tasks in an efficient
manner.

4.5 Audio Processing in Encrypted Domain
Unlike image and video processing in the encrypted domain, the processing of
encrypted audio signals has been least explored. Work in this area has focused
on two broad application domains: (i) speech/speaker recognition—here feature
vectors are extracted from an encrypted speech signal and processed or trained
for the purpose of identification and recognition—and (ii) audio editing/quality
enhancement—here encrypted audio signals are processed in time or other do-
mains (FFT, wavelet etc.) to bandpass or stop certain frequencies that allow for the
manipulation of properties such as pitch, amplitude, timbre, phase shifts etc. Ad-
justing these properties makes it possible for audio to be edited or enhanced in
quality.

4.5.1 Speech/Speaker Recognition
Speech/speaker recognition in encrypted domain involves the processing of com-
pressed voice over Internet protocol (VoIP) traffic over communication channels.
The work in this area began with Rose and Paul [1990] and Wilpon et al. [1990],
who invented keyword recognizers (KWR) based on hidden Markov models (HMM)
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for keyword search on speech over a communication channel. Their techniques
recognized a predefined set of keywords within a long-distance telephone network.
Since then, there has been continuous work toward the identification of people
with malicious intent talking over VoIP systems [Moreno et al. 2001, Wright et al.
2008].

Certain properties of encrypted and non-silence-suppressed VoIP traffic such as
packet size, packet timing, and bit rate, show some correlation with speech activity.
Due to this fact, some literature suggests that encrypted or compressed VoIP traffic
is not fully secure [Saponas et al. 2007]. These properties can be exploited to develop
algorithms to distinguish encrypted or compressed VoIP traffic containing speech
activity from other activity such as web traffic or online game traffic. Almost all
work in the area of speech activity identification in encrypted or compressed VoIP
is based on this idea. For instance, Chang et al. [2008] leveraged the packet size of
VoIP traffic to detect the presence or absence of speech activity in it. Aggarwal et al.
[2005] have presented a compressed speaker recognition (CSR) system to identify a
speaker directly from compressed VoIP packets, contrary to the traditional system
where the compressed voice packets had to be decompressed first. CSR utilized a
micro-clustering algorithm proposed by Aggarwal et al. [2003] to obtain accuracy
three times higher than the frequently used Gaussian mixture model (GMM). Using
packet timing for VoIP traffic, Wang et al. [2005] have presented a watermark
technique for tracking anonymous peer-to-peer VoIP calls on the Internet. They
further presented an in-depth analysis of how low-latency anonymizing networks
were susceptible to timing attacks.

An attempt to identify a caller/callee pair of streams was made by Verscheure
et al. [2006]. The authors exploited the aperiodic inter-departure time of VoIP pack-
ets to trivialize each VoIP stream into a binary time-series, followed by a progressive
clustering procedure. This led to the design of a metric to gauge the correlation be-
tween two VoIP binary streams, thereby showing how to reveal a pair of anonymous
and encrypted conversing parties. Wright et al. [2007] explicitly used the length of
encrypted VoIP packets to identify the language of conversation. They were able
to successfully identify 14 of 21 languages, with an accuracy of more than 90%.
Following this, the same authors showed in 2008 that it is possible to identify the
phrases spoken within a call with the help of the lengths of encrypted VoIP packets,
when variable bit rate codecs are used for encrypting the audio. They utilized the
properties of reducing speech to phonemes, proposed the method of encrypted
VoIP speech recognition as a sub-string matching problem, and reconstructed
sentences using HMMs, with an accuracy of 50% (for standard speech corpus) to
90% (for some phrases). All the researchers discussed above have exploited the
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Table 4.5 A list of the representative literature in processing un-encrypted/compressed VoIP
signals

Papers Processing task Technique used

Rose and Paul [1990] Keyword recognizer for speech HMM

Wilpon et al. [1990] Vocabulary keywords for speech HMM

Wang et al. [2005] Tracking anonymous peer-to-peer VoIP
calls

Packet timing as a watermarking

Aggarwal et al. [2005], Speaker identification directly GMM, micro-clustering
Aggarwal et al. [2003] from the compressed voice packets algorithm

Chang et al. [2008] Network-level VAD Adaptive thresholding

Verscheure et al. [2006] Identifying caller/callee pair over VoIP Packet timing and clustering algorithm

Wright et al. [2007], Identifying language and phrases Sub-string matching algorithm
Wright et al. [2008] in encrypted speech over VoIP and HMM

vulnerabilities inherent to VoIP systems to either detect speech activity or the lan-
guage spoken and did not process audio/speech in encrypted domain. An overview
of various threats and vulnerabilities in the area of securing VoIP packets can be
found in Keromytis [2009]. Table 4.5 summarizes the literature related to process-
ing un-encrypted/compressed speech signals.

In contrast with these techniques, Khan et al. [2010] is among the few to pro-
pose the actual implementation of direct processing of encrypted VoIP packets for
speaker identification and verification in encrypted domain. Encoding of VoIP traf-
fic to narrow band prior to encryption is a common practice to save transmission
bandwidth. Techniques such as variable bit rate (VBR) encoding used in real-life
scenarios result in variable-length VoIP packets. There is a relationship between
this length and a speaker’s identity, which remains unchanged even after encryp-
tion with secure real time transport protocol (SRTP) based on the Advanced En-
cryption Standard (AES). The basic idea behind this work stems from observing the
relationship between the speaker’s identity and the length of the packet carrying
their VoIP speech contents. Hence by utilizing discrete HMM and GMM to create
models for each speaker based on the sequence of the packet-length extracted from
encrypted VoIP conversations, Khan et al. [2010] were able to achieve the goal of
speaker identification and verification from encrypted VoIP packets. Subsequently,
by using VAD instead of VBR, Backes et al. [2010] provided the same kind of study
with comparable results for speaker identification in encrypted domain for VoIP
packets. From a security perspective, neither paper formulated any security model
and requirements for their work; however, they did demonstrate that VoIP commu-
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nications are not secure. And by exploiting these vulnerabilities, computation on
encrypted VoIP traffic can be achieved.

Pathak et al. [2013] and Shashanka and Smaragdis [2006] have also proposed
a framework for speaker verification/identification and sound recognition/classifi-
cation, respectively, using GMM and likelihood ratio test in encrypted domain. Both
methods are based on SMC and homomorphic encryption (Paillier and Boneh-
Goh-Nissim (BGN) cryptosystem) that enables computation and classification to
be performed in a secure way. Pathak et al. [2013] have proposed a client-server
architecture where the client has a speech sample and the server stores the en-
crypted model (GMM parameters of the speech) after the training process. For a
secure speaker recognition/verification to be performed, the client sends the en-
crypted feature vectors (mel-frequency cepstral coefficients) of the speech sample
to the server, which then computes the inner products between the encrypted fea-
ture vectors and the encrypted GMM models, using the homomorphic properties
of the Paillier and BGN cryptosystem to obtain a score. The score is then compared
with a threshold to determine whether there is a match or not. The authors utilized
secure comparison protocols (secure maximum index protocol and Yao millionaire
protocol) for the matching process. Shashanka and Smaragdis [2006] have applied
the same approach for secure classification of sound. Security requirements of both
Pathak et al. [2013] and Shashanka and Smaragdis [2006] are formulated to address
both semi-honest and malicious adversarial models.

4.5.2 Audio Editing Quality Enhancement
All work on audio/speech processing in encrypted domain had focused on classi-
fication problems for recognition and verification until 2015, when Yakubu et al.
[2015] proposed for the first time the secure addition of reverberation effect to an
audio signal stored on the cloud for the purposes of editing and reproduction. Their
work was based on convolution of the impulse response of an acoustic space with
the encrypted audio signals over the cloud. The playback of the edited signal after
decryption sounded as though it had been recorded in that acoustic space.

A summary of the literature involving processing encrypted audio signals is
given in Table 4.6. This area of multimedia processing seems to be least explored.
Also, it is specifically mentioned by Khan et al. [2010] that the current state of
the art in speaker recognition techniques (whether in encrypted or un-encrypted
domain) have not matured enough to be presented in a court as the sole source of
evidence against a suspect; these techniques are just complementary to forensic
investigations.
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4.6 Further Discussion

4.6.1 Future Research and Challenges
We have seen a number of encrypted domain multimedia analysis tasks in the lit-
erature; however, there are several open research problems that need investigation
in the future. We have identified some of them as follows:

Data overhead. For security reasons, homomorphic encryption schemes are
probabilistic in nature, which means that for a particular encryption key,
each plaintext may result in several different cipher text values. They may
also require long security parameters (e.g., key size) to protect against brute
force attacks, which also increases the ciphertext space. This increase in the
size of the ciphertext space leads to huge data expansion when transmitting
the encrypted data to the third-party service providers. This also results in an
increased computational complexity. The resulting systems have to be spec-
ified as computationally secure or unconditional/information theoretically
secure.

Computational complexity. Suitable adaptation of the cryptographic tools to
perform multimedia specific processing tasks needs to be examined care-
fully. A slightly expensive scheme can be utilized for most of the offline mul-
timedia processing, but for real-time analysis in encrypted domain, a highly
computationally efficient scheme is desired. Thus, it is quite a daunting task
to choose the one suitable for one’s needs.

Algebraic homomorphic property. Until 2009 there were only a few authors
[Gentry 2009, Dijk et al. 2010] underscoring the usage of a secure encryption
scheme with an algebraic homomorphic property. This limited the possi-
ble applications of SPED, because they could only be applied to problems
which require either additive or multiplicative homomorphism. However,
one of the recent noteworthy papers by Gentry presents a more formal fully
homomorphic encryption scheme, Brakerski-Gentry-Vaikuntanathan (BGV)
[Brakerski et al. 2012]. This scheme is based on lattices and deals with integer
vectors and polynomials as well. However, there are still many applications
to explore, utilizing this encryption scheme. Also, the authors admit that
although the scheme has strong information theoretic security, a detailed
analysis still needs to be done.
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Complex mathematical operations. Problems related to representing real
numbers/negative numbers in secure domain, overflow and underflow, inte-
ger division and thresholding, and defining equivalent operations [Upmanyu
2010] analogous to the operations performed in plaintext domain (e.g., calcu-
lation of local maxima or minima of numbers in encrypted domain) remain
challenges facing researchers. Although Brakerski et al. [2012] suggest the
possibility of many of the image processing operations in encrypted domain,
a thorough analysis of the scheme is needed. Also, there is research [Franz
and Katzenbeisser 2011, Franz et al. 2010, Franz et al. 2010] that proposes
implementations of real numbers (floating point arithmetic IEEE 754) in
encryted domain; however, further optimizations are still required.

Security vs. accuracy. Making the system perform equivalent operations in
both encrypted and plaintext domains always poses the dilemma of a trade-
off between the security of data and the accuracy of the data processing task.
Having a balance between the two contradictory goals is challenging.

Under-explored area of encrypted domain audio processing. As detailed ear-
lier, audio processing in encrypted domain has been limited to mostly
speaker identification or keyword recognition with lower actuaries of the op-
erations in encrypted domain when compared to their corresponding ones in
the plaintext domain. There remains a plethora of opportunities for the new
researchers in SPED to examine and enhance the efficiency/performance of
such systems and explore the feasibility of other higher-level audio semantic
analysis tasks in encrypted domain.

Processing of other multimedia in encrypted domain. There might be some
possibilities in adapting the concept of SPED to other multimedia like RFIDs,
graphic models and designs, motion sensors, etc. It would be quite interest-
ing to find how the fusion of two or more multimedia components will work
in encrypted domain, effectively achieving the highest goals of privacy and
security.

Performing encrypted domain multimodal analysis tasks. So far, most of the
encrypted domain analysis tasks have been performed on a single medium.
It remains to be seen how the current methods can be used to perform
encrypted domain analysis tasks involving multiple media.

Other emerging applications. It would really be a difficult task to suggest or
spontaneously analyze the plausibility of a given application in encrypted
domain. There are some emerging applications, depending on the need to
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protect the privacy of user-related information, for processing encrypted sig-
nals [Puech et al. 2012]. For example, in privacy-aware smart electricity grids
[Castelluccia et al. 2009, Tudor et al. 2015], load balancing and price negoti-
ations can be performed by the energy distributor in encrypted domain. This
nullifies attempts to infer users’ behavior from the observed energy demand,
using smart meters for load balancing in the energy network and real-time
energy price negotiations.

4.6.2 A Ready Reckoner
This subsection provides a guide to preemptive measures for naive and future
researchers in this emerging field:

Break the complex mathematical operations into simpler ones. Fit the com-
plex multimedia processing operations into building blocks, especially with
regard to additive or multiplicative homomorphism. For instance, try break-
ing the differential operations into step-wise subtraction or making real
number multiplication/division possible by doing some pre-processing of
the original multimedia data.

Decide between computational/conditional or information theoretic/un-
conditional security. In order to process data for a specific task, at times
some of the patterns/coherence sequences have to be maintained. Once the
data is encrypted using the information theoretic cryptosystem, all the co-
herence is lost. And, if a computationally secure cryptosystem is used, the
homomorphic property may allow for tampering with ciphertexts, so that the
cryptosystem could be broken in limited attempts and the result would be
influenced. Thus, a lot of care needs to be taken while designing a tamper-
proof scheme.

Trade-off between privacy/security and accuracy. Accept limited general infor-
mation leakage only. It is important to gain the most efficiency possible
in performing a task in encrypted domain, but not at the cost of accuracy.
Adding extra randomness to prevent information leakage and holding pri-
vacy/security measures in place is quite acceptable.

Computational efficiency and data integrity. Try to reduce computational
complexity by performing some of the tasks as preprocessing/postprocessing
operations. However, ensuring data integrity (i.e., checkability and verifica-
tion of computation results in encrypted domain) comes with additional
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computational cost and/or multiple rounds of communication; e.g., imple-
menting security models to address malicious adversaries is much more
expensive and complex than honest-but-curious adversaries. Hence the re-
quirements for security should evaluate the need for integrity checks along-
side the additional complexity and its feasibility.

Transmission efficiency. Since the process of encryption leads to an increased
ciphertext space, there must be some trade-off between data expansion and
underlying security schemes. The goal should be to achieve minimal data
overhead with acceptable security needs.

4.7 Conclusion
In this survey, we have attempted to provide readers with an overview of traditional
and contemporary research areas of multimedia (text, image, video, and audio) pro-
cessing in encrypted domain. It is one of the most sought-after areas of research
for secure processing of multimedia data. Researchers have been successful in
achieving various useful tasks in encrypted domain: data retrieval and processing,
computer vision, semantic data analysis, mining, etc. Homomorphism [Lagendijk
et al. 2013] has always remained the “heart and soul” of multimedia signal process-
ing tasks that can be performed with near-zero loss in accuracy in both plaintext
domain and encrypted domain. Most of the homomorphic operations are defined
for basic arithmetic (additive and multiplicative operations only). There is a lack of
cryptographic schemes to perform high-level mathematical operations (maxima,
minima, etc.) in encrypted domain. However, some serious efforts have been made
in the past 4–5 years to invent fully homomorphic encryption schemes (e.g., BGV).
The in-depth security analysis of such schemes is yet to be performed and proved
to be applicable to higher-level mathematical operations.

Hence, there is tremendous scope for research in the area of developing fully ho-
momorphic cryptosystems that can be directly applied for complicated mathemat-
ical operations to process multimedia data in encrypted domain. We are hopeful
that the literature discussed as the latest developments in the area will contribute
toward achieving many more crucial research milestones in this field.
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This chapter addresses one of the fundamental problems involved in multime-
dia systems, namely efficient similarity search for large collections of multimedia
content. This problem has received a lot of attention from various research com-
munities. In particular, it is a historical line of research in computational geometry
and databases. The computer vision and multimedia communities have adopted
pragmatic approaches guided by practical requirements: the large sets of features
required to describe image collections make visual search a highly demanding task.
As a result, early works [Flickner et al. 1995, Fagin 1998, Beis and Lowe 1997] in
image indexing have foreseen the interest in approximate algorithms, especially
after the dissemination of methods based on local description in the 90s, as any
improvement obtained on this indexing part improves the whole visual search
system.

Among the existing approximate nearest neighbors (ANN) strategies, the popu-
lar framework of Locality-Sensitive Hashing (LSH) [Indyk and Motwani 1998, Gionis
et al. 1999] provides theoretical guarantees on the search quality with limited as-
sumptions on the underlying data distribution. It was first proposed [Indyk and
Motwani 1998] for the Hamming and �1 spaces, and was later extended to the Eu-
clidean/cosine cases [Charikar 2002, Datar et al. 2004] or the earth mover’s distance
[Charikar 2002, Andoni and Indyk 2006]. LSH has been successfully used for local
descriptors [Ke et al. 2004], 3D object indexing [Matei et al. 2006, Shakhnarovich
et al. 2006], and other fields such as audio retrieval [Casey and Slaney 2007,
Ryynanen and Klapuri 2008]. It has also received some attention in a context of
private information retrieval [Pathak and Raj 2012, Aghasaryan et al. 2013, Furon
et al. 2013].
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A few years ago, approaches inspired by compression and more specifically
quantization-based approaches [Jégou et al. 2011] were shown to be a viable al-
ternative to hashing methods, and shown successful for efficiently searching in a
billion-sized dataset.

This chapter discusses these different trends. It is organized as follows. Sec-
tion 5.1 gives some background references and concepts, including evaluation
issues. Most of the methods and variants are exposed within the LSH framework.
It is worth mentioning that LSH is more of a concept than a particular algorithm.
The search algorithms associated with LSH follow two distinct search mechanisms,
the probe-cell model and sketches, which are discussed in Sections 5.2 and 5.3,
respectively. Section 5.4 describes methods inspired by compression algorithms,
while Section 5.5 discusses hybrid approaches combining the non-exhaustiveness
of the cell-probe model with the advantages of sketches or compression-based
algorithms. Other metrics than Euclidean and cosine are briefly discussed in
Section 5.6.

5.1 Background
The objective of similarity search is to find “neighbors” of a given query vector
x ∈ R

D in a large collection Y ⊂ R
D of vectors. The neighborhood N (x) of the

query vector x should reflect the objects that are close enough for a certain task.
Formally, the collection Y is a subset of a metric space (E, d). Two definitions of a
neighborhood are given below.

. The ε-neighborhood is the set of vectors within a given distance to the query:

Nε(x)= {y ∈ Y : d(x , y) < ε}. (5.1)

. The k-nearest neighbors is the set of k vectors of Y closest to x:

Nk(x)= {y ∈ Y : y = k arg min
y∈Y

d(x , y)}. (5.2)

Other kinds of neighborhoods are considered to overcome the limitations of these
definitions. For instance, reciprocal neighborhoods and adaptive neighborhoods
[Jégou et al. 2010, Danfeng et al. 2011, Delvinioti et al. 2014] have been proposed to
avoid hubs [Radovanović et al. 2010]. Other strategies [Lowe 2004, Omercevic et al.
2007, Joly and Buisson 2009, Rabin et al. 2008, Rabin et al. 2009, Furon and Jégou
2013] determine how meaningful the neighbors are.

The Euclidean case (RD, �2) is of particular interest, as it is both intuitive and
compatible with numerous mathematical tools, in particular linear algebra. Sim-
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ilarly, the cosine similarity is related to the Euclidean distance through the polar-
ization identity d(x , y)2 = ‖x − y‖2 = ‖x‖2 + ‖y‖2 − 2〈x|y〉; therefore the neighbor-
hoods it defines are identical for normalized vectors. Most of this chapter is devoted
to Euclidean and cosine metrics, except Section 5.6, which specifically discusses
non-Euclidean metrics.

5.1.1 Exact, Exhaustive, and Approximate Search Algorithms
Numerous multi-dimensional indexing methods have been proposed to reduce
search time, such as the popular KD-tree [Friedman et al. 1977] or other branch
and bound or partitioning techniques (see Samet [2007] for an overview). These
methods organize the set of vectors Y offline in an index, in order to reduce the
number of computations at query time. Some of these structures can be thought
of as the multi-dimensional counterparts of the indexing methods designed for
the one-dimensional case. For instance, the R-tree [Guttman 1984] shares several
properties, such as dynamic balancing, with the B-tree [Bayer and McCreight 1970],
which is used in relational databases or for file systems such as NTFS or Ext4. Note
that for the case D = 1, nearest-neighbor (NN) search is performed in worst-case
logarithmic time with no significant memory overhead.

However, early multi-dimensional indexing structures were designed for low-
dimensional vectors such as the ones used in geo-data applications. In contrast,
high-dimensional data is prevalent in visual search, with descriptors such as the
scale invariant feature transform (SIFT) [Lowe 2004] or features extracted with a
convolutional neural network [Babenko et al. 2014]. In high dimensions, it turns
out [Weber et al. 1998] that exact approaches are no more efficient than the brute-
force exhaustive distance calculation, whose complexity is linear in the cardinality
|Y| of the vector set.

There is a large body of literature on algorithms that overcome this issue by per-
forming ANN search. Instead of exactly computing the neighborhoods, the key idea
shared by these algorithms is to find the neighbors with high probability “only.”
These strategies are either derived from exact algorithms such as kd-tree, which
can be explored with a best-bin-first strategy [Beis and Lowe 1997], or statistically
inspired by the Johnson-Lindenstrauss Lemma [Johnson and Lindenstrauss 1984],
like LSH [Indyk and Motwani 1998]. Such algorithms are well suited to multimedia
search, where huge volumes of descriptors are required. Keeping in mind that im-
age description and corresponding comparison metrics are imperfect anyway, in
some situations it is possible to improve efficiency by orders of magnitude, without
dramatically affecting overall search quality, by searching approximate neighbors
instead of true ones.
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Figure 5.1 The cell-probe model, such as the one considered in [Datar et al. 2004]. Several
partitions of the space are defined. Offline, each of the database vectors (in green)
is associated with a cell for each of the partitions. At query time, the set of potential
nearest neighbors is the union of the vectors sharing at least one cell with the query
(in red).

Most exact and approximate nearest neighbors algorithms are described by the
so-called cell-probe model [Yao 1981, Indyk and Motwani 1998, Miltersen et al. 1998,
Andoni 2009]. In short, each indexed vector is assigned to one or several cells, as
illustrated by Figure 5.1. At query time, a set of cells is also selected. The associated
vectors are probed and returned as the set of potential nearest neighbors for the
submitted query. In the case of exact search, the vector is guaranteed to belong
to one of these cells, while ANN methods only provide probabilities (under some
assumptions) or empirical evidence.

At this stage, it is important to make the distinction between exact and exhaus-
tive search.

. An exact algorithm returns the solutions associated with the desired defini-
tion of the neighborhood, as defined for instance by Equations 5.1 or 5.2. It
is not necessarily exhaustive and the purpose of many indexing structures is
precisely to compute the distances d(x , y) on a subset instead of the full set Y.
This is typically done by pruning entire regions of the feature space based on
the triangular inequality, in order to guarantee the exactness of the search. As
discussed above, such approaches are effective in low-dimensional spaces,
yet they fail in high-dimensional spaces.

. An exhaustive algorithm compares the query vector with all the elements
in Y. Its complexity is linear by definition. Exhaustive algorithms are not
necessarily exact, in particular if the metric d(x , y) itself is approximated, as
discussed later in this chapter.
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5.1.2 Evaluation Criteria
Time and space complexity are two important properties of similarity search
techniques. The search accuracy is additionally required in the case of approx-
imate neighbor search, as it trades the formal guarantee of finding exactly the
desired neighbors against a large gain in space and time complexities. We con-
sider the Euclidean case E= (RD, �2) and a dataset Y comprising N = |Y| vectors of
dimension1 D.

Time complexity. The efficiency of the search is generally meant at query time, as
the time spent to prepare the index is usually less important, especially when the
query must be returned to an impatient human user. Another reason is that the
expected number of queries submitted to the system is assumed to be larger than
the number of elements indexed by the system. This is the case for text queries on
the web: in 2012, Google answered over 1,800 billion queries, while it indexed only
an estimated 50 billion web-pages.

However, the index construction must remain tractable. As a counter-example,
it is computationally infeasible to pre-compute the Voronoi diagram of a large set
of high-dimensional vectors, as effective a strategy as it is for the 2-dimensional
case (see, e.g., [de Berg et al. 2008]). Similarly, the off-line computation of the k-NN
graph is often regarded as being prohibitive for large values of D and N, although
some recent works have shown it feasible on millions [Dong et al. 2011] or even
hundred millions of vectors [Douze et al. 2016].

There are several ways to define the computational cost. The first important
factor is the complexity exponent of the number of operations, which gives the
asymptotic behavior of the algorithm as the database size grows to infinity. How-
ever, Weber et al. [1998] show the limitations of this complexity measure for exact
search. They conclude (in Section 3.4) that all clustering or partitioning techniques
tend to a linear complexity O(N) when D is large enough. This observation moti-
vates the introduction of the vector approximation file (VA-file) [Weber and Blott
1997, Weber et al. 1998]. This strategy, albeit exhaustive, reduces the number of
operations by performing fewer operations for most of the vectors, thanks to a

1. By dimension, we here refer to the outer dimension of the vectors. The complexity of some
algorithms is better related to the intrinsic dimensionality of the vectors, for instance if they
belong to a linear subspace. However, we will omit this distinction in the following, as it goes
beyond the scope of this manuscript.
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compressed representation of these vectors. This structure can be seen as an
ancestor of the quantization-based techniques presented in Section 5.4.

From a more pragmatic point of view, one may measure the complexity of a
similarity search in a given application scenario, that is, for a particular kind of
vectors. In this case, the parameter D is part of the problem and the goal is to
measure the complexity as a function of the number of vectors N. We consider
three metrics for measuring the efficiency.

The number of operations, in particular distance computations, is a reasonable
measure for techniques based on clustering or, more generally, space parti-
tioning. It is typically employed with the cell-probe model. It is decomposed
[Paulevé et al. 2010] into:

The query preparation cost, which does not depend on N. It is, for
instance, the complexity to compute a hash code associated with the
query vector.

Selectivity, which is the rate of vectors marked as potential neighbors
by the algorithm.

Considering an algorithm compatible with the cell-probe model depicted
in Figure 5.1, this complexity includes (i) selecting the cells (or regions) to
be checked, and (ii) computing the true distances, which, typically, linearly
depends on the selectivity. For arbitrarily large datasets, the complexity only
depends on the selectivity, which gives the fraction of distance computed
over the exhaustive case. Counting the number of operations has several
limitations when estimating the concrete efficiency of a method. In par-
ticular, the number of operations assumes a simplistic complexity model.
Look-up operations are not properly modeled. For instance, random access
to memory is assumed to be as fast as a sequential scan. It does not con-
sider the specialized processor operations (e.g., as provided by SSEx instruc-
tion sets).

The amount of memory read is an interesting complexity measure for algo-
rithms such as the VA-file [Weber and Blott 1997, Weber et al. 1998], sketches
[Charikar 2002, Dong et al. 2008a], spectral hashing [Weiss et al. 2009], or
product quantization [Jégou et al. 2011], as it determines the amount of com-
putations performed during the retrieval phase. For large datasets, accessing
the main memory, even in sequential order, may be the bottleneck: Reading
a vector from memory takes more time than the actual distance computation
involving the vector. This is often the case on modern server architectures.



5.1 Background 111

The memory frequency is lower than that of the CPU and the memory bus
is shared by several cores for multi-core processors. In contrast, integrated
instructions now speed up the computation of inner products, Euclidean or
binary distances.

The average query time is also a popular way to measure the complexity of ANN
algorithms. It has the advantage of better reflecting the performance on com-
plex architectures without requiring an explicit and complicated complex-
ity model. As such, it can compare techniques with different mechanisms,
such as methods using large amounts of disk, against techniques operating
in main memory. This measure also suffers several drawbacks. First, tim-
ings’ lack of reproducibility: they are not comparable on different machines,
as many factors affect the overall speed, such as the processor speed, the
amount of cached memory, and the speed of the memory bus. On the same
machine, the operating system and more generally the installed software
have a significant impact. For instance, for matrix multiplication, there can
be an order of magnitude in speed between different versions of basic linear
algebra subprograms (BLAS) [Dongarra et al. 1990]. In addition, it is difficult
to compare different algorithms in the literature, as timings strongly depend
on the implementation and because programming with the same (best pos-
sible) level of optimization is difficult. Finally, the timings may be polluted
by concurrent programs executed by the system or users. For these reasons,
conclusions drawn on a particular architecture or machine may not neces-
sarily translate to another. Even when the experiments are carefully carried
out, timings should be interpreted as indicative.

Space complexity. In practical applications, space complexity is an important cri-
terion. Any improvement on this point makes it possible to index more vectors with
the same resources. Another and probably more important reason for taking this
criterion seriously is due to the memory hierarchy: An algorithm employing less
memory is executed with faster memory. There are orders of magnitude in speed be-
tween processor caches, main memory, and hard-drive (either SSD or mechanical).
Similarly, an index taking a few gigabytes of memory is amenable to being stored in
the main memory of GPU cards [Wieschollek et al. 2016], which can carry out mas-
sive parallel computation instead of relying on the CPU. In most of the algorithms
employed in visual search, memory is linearly related to the number of indexed
vectors once the parameters are set for the feature distribution. In this document,
we consider the number of bytes required per indexed vector. We distinguish three
components requiring memory:
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Storing the vector identifiers, although an identifier only requires �log2 N� bits
(e.g., less than 4 bytes for 1 billion vectors), algorithms such as E2LSH [Andoni
and Indyk 2006] need to store multiple identifiers. In contrast, this informa-
tion is not required for a linear scan, as the indexing information is ordered
consistently with the vectors.

The overhead of the indexing structure includes any meta-information required
to perform a search, such as the overhead of hash tables or tree structure.

The raw vectors are required by some algorithms to perform a post-verification,
or to update an initial ranking. They may be stored in main memory or on
secondary mass storage.

Search quality. The search quality is measured with respect to the exact neigh-
borhood of the query. A way to do it is to measure the proportion of ground-truth
neighbors that are effectively returned. This measure must be balanced by another
quantity limiting the number of returned neighbors. For instance, one may con-
sider evaluating the following trade-offs:

. selectivity vs recall. The selectivity is related to the proportion of neighbors
returned by the system. These vectors typically form the short-list to be post-
processed. The average short-list size is obtained as N × selectivity.

. 1-recall@r (or simply recall@r) is the proportion of queries for which the
nearest neighbor is ranked in the top r positions. This measure applies only
when the algorithm returned an ordered list of neighbors, such as sketches
[Charikar 2002], spectral hashing [Weiss et al. 2009], or product quantization
[Jégou et al. 2011]. In contrast, it is therefore not adapted to partitioning-
based techniques such as LSH, whose quality is better measured by the
trade-off selectivity/recall.

Another popular way to measure the quality is the mean average precision.
However, when the task is to find the nearest neighbor, it amounts to weighting
the rank r of the true nearest neighbor by 1/r . This choice is questionable from
an application point of view, as a simple post-verification on the first vectors of a
short-list dramatically increases this measure.

Other criteria. Depending on the application, several complementary characteris-
tics may be required, such as dynamic insertion or deletion of vectors. Similarly,
some algorithms assume that the bottleneck is the access time, for instance when
working with mechanical drives [Lejsek et al. 2009] or in systems distributed on a
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network [Moise et al. 2013]. Under this assumption, time efficiency is better mod-
eled by the number of accesses, which reflects the number of moves done by the
heads of a mechanical drive or the number of packet transmissions on a network.
Another popular choice for the memory model, inherited from the database lit-
erature, is to count the number of disk cache misses induced by the algorithm.
Finally, some metrics that are specific to binary codes have also been considered
[Wang et al. 2012a], such as the precision at a given Hamming distance. However,
such a metric has drawbacks: (i) it compares different methods at different re-
call/precision points, which does not allow a direct comparison of different binary
methods as a function of the code length; (ii) it does not allow a direct comparison
with non-binary methods.

5.2 Cell-probe Algorithms
Historically, the main search mechanism considered in the literature is the cell-
probe model [Yao 1981, Gionis et al. 1999, Datar et al. 2004, Andoni 2009], depicted
in Figure 5.1. In Euclidean variants of LSH, a cell is implicitly defined by a hash
function g of the form

g : R
D → F (5.3)

x �→ g(x) (5.4)

where F is the discrete space of possible hash values. The cell associated with a
given hash value gv is therefore defined as g−1(gv)= {x ∈ R

D : g(x)= gv}. F may be
a finite space, but this is not strictly required. If the set of possible indexes is not
finite but countable, as with unbounded lattice quantizers, they are hashed to a
finite set. A secondary hash-key can be used to reduce the resulting collisions to an
arbitrary small probability.

The hash function should be designed such that two points x and y that are close
to each other are likely to be hashed in the same cell with “high” probability. This
is formalized by the concept of locality-sensitive hashing functions, which satisfy

P(g(x)= g(y))≥ p1 if d(x , y)≤ d1, (5.5)

and, conversely, two far points are hashed differently:

P(g(x)= g(y))≤ p2 if d(x , y)≥ d2, (5.6)

where d1≤ d2 and p1 > p2. A good hash function is such that p1 � p2. It is pos-
sible to magnify the ratio p1/p2 by compounding several hash functions, as done
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in E2LSH with random projections [Datar et al. 2004]. These definitions of locality-
sensitive functions are not directly related to the objective of finding nearest neigh-
bors, as defined by Equation 5.1, but of near neighbors, which is closer to a range
search criterion as defined in Equation 5.2. Note that LSH offers guarantees for the
near-neighbor problem, not for the k-NN problem.

The key of LSH is to define multiple hash functions to achieve this guarantee.
Therefore LSH relies on a set of L hash functions {gj}j=1.. .L, each inducing a
partition of the feature space. Conceptually, LSH represents a vector as

G : R → F
L (5.7)

x �→G(x)= [g1(x), . . . , gL(x)
]

. (5.8)

At query time, one cell is probed from each partition. The set of vectors asso-
ciated with these cells are considered as potential nearest neighbors: all vectors y

such that dh (G(x), G(y)) < L are selected, where dh (., .) represents the Hamming
distance over F

L. If the hash functions are independent, the probability of miss-
ing a near neighbor is bounded by (1− p1)

L instead of 1− p1 with a single hash
function.

Remark 5.1 As there is no ranking between the retrieved vectors,2 the distances between the
query and all retrieved hypotheses are computed to produce a ranking. However,
this requires storing all indexed vectors, which, for large sets, is possible on sec-
ondary mass storage only. For this reason, some strategies simply consider the
database vectors co-hashed with the query as neighbors, as suggested for instance
by Sivic and Zisserman [2003].

5.2.1 Hash Functions Bestiary
The LSH hash functions (equivalently, partitions) are popularly defined by random
projections [Datar et al. 2004]. However, it is worth mentioning that this choice is
not a requirement of the framework.3 The first hash functions defined by LSH were
defined by taking a subset of the vector components [Indyk and Motwani 1998]. This
construction is still the best to date for the Hamming space. In the Euclidean case,
random projections have received some particular attention [Datar et al. 2004].

2. It is possible to order the vectors based on the number of probed cells in which they appear,
yet this strategy is not effective when the number of hash functions is small, as it produces many
ties.

3. It is also not specific to LSH: Other search algorithms such as Omedrank [Fagin et al. 2003] or
the NV-tree [Lejsek et al. 2009] also use random projections.
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Figure 5.2 Example of two hash functions for LSH in the 2-D Euclidean case. Left: Random
projection. Right: Hexagonal lattice. The elementary shape of the lattice is more
compact, i.e., closer to a Euclidean ball. As a result, it is less likely that two far points
are co-hashed in the same cell. Equivalently, a small perturbation on a given point is
less likely to move the noisy point in another cell with the lattice.

Beyond random projections: structured and learned quantizers. More sophisticated
quantizers such as lattice quantizers [Conway and Sloane 1982b] offer better quan-
tization properties than random projection. This stems from the shape gain, the
fact that the elementary cell in a good lattice is closer to the Euclidean ball than
that possible with a separable distribution. This superiority also translates to a
better performance for NN search under uniform distributions. In particular, the
Leech lattice [Andoni and Indyk 2006] and the hyper-diamond E8 lattice [Jégou
et al. 2008a] have been proposed with LSH and demonstrated better than ran-
dom projections by [Andoni and Indyk 2006, Andoni 2009]. Figure 5.2 gives an
intuition of why lattice quantizers offer better performance than random hyper-
parallelotopes. Lattices (more generally, structured quantizers) are associated with
efficient algorithms [Conway and Sloane 1982a, Vardy and Be’ery 1993, Agrell et al.
2002], enabling efficient quantization,4 comparable to if not faster than performing
a projection.

Yet all these regular constructions are not adapted to the data, or are in a limited
way by (automatic) parameter optimization [Dong et al. 2008b, Slaney et al. 2012].

4. The algorithms for encoding with the Leech lattice suggested in Andoni and Indyk [2006] are
non-trivial. The hyper-diamond lattice E8 offers a faster hashing time while offering competing
performance [Jégou et al. 2008a].
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In contrast, learned quantizers such as kd-tree [Muja and Lowe 2009] or k-means
[Paulevé et al. 2010] inherently adapt the cell size to the distribution of the features,
but do not offer the same theoretical guarantee. In computer vision, the hash
functions adapted to the feature distribution are generally more effective. These
conclusions complement those of Philbin et al. [2008], who show that a bag-of-
words representation defined by a fixed grid quantizer [Tuytelaars and Schmid
2007] leads to poor image retrieval performance. Paulevé et al. [2010] discuss and
compare several families of hash functions.

The imbalance factor. The reason why hash functions learned on the data are more
effective than structured ones, with respect to the trade-off between selectivity and
recall, is that all cells induced by a structured hash function have equal sizes. If
the probability distribution function of the vectors significantly deviates from uni-
formity, which is the typical case, the cells have uneven populations. This severely
impacts the selectivity, which is minimized when all the cells contain the same pop-
ulation [Paulevé et al. 2010]: if K is the number of cells, the best possible selectivity
is 1/K.

This problem appears with the bag-of-words representations of images. In the
seminal work by Sivic and Zisserman [2003], it was addressed by using stop-words,
like in text-retrieval [Manning et al. 2008 (Chapter 2)]. This strategy simply amounts
to removing the most populated cells. For nearest-neighbor search, it means that
the query and database vectors that are hashed in one of these cells are not both
considered. Nistér and Stewénius [2006] notice that this choice reduces the per-
formance for image retrieval. This phenomenon can be measured by the so-called
imbalance factor (IF). It was first empirically measured In image retrieval [Nistér
and Stewénius 2006]. Yet it is possible to compute it [Jégou et al. 2010a] from the
probability mass function associated with the cells. Let us denote by

pi = P(g(x)= Ci) (5.9)

the probability that a vector is assigned to cell Ci. For a set comprising N = |Y|
vectors, the expected number of vectors lying in Ci is N × pi. Assuming that the
query follows the same distribution as the indexed vectors, the expected number
of selected vectors, that is, the size of the short-list (denoted L), is

EX[|L|]= N
K∑

i=1

p2
i

. (5.10)

This quantity is minimized when all pi are equal, in which case EX[|L|]= N/K.
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The factor of sub-optimality resulting from the uneven distribution, termed the
imbalance factor (IF), is obtained as

IF = K
K∑

i=1

p2
i

. (5.11)

It is equal to 1 when∀i , pi = 1/K and is larger otherwise. Note that a kd-tree achieves
this lower bound thanks to the hierarchical median splitting construction, which
may explain the good performance reported with multiple kd-trees for ANN search
[Muja and Lowe 2009]. The selectivity of an algorithm using a single hash function g

is given by

selectivity =
K∑

i=1

p2
i

. (5.12)

Discussion 5.1 K-means clustering does not approximate the distribution of the vectors from which
it is learned. This explains why the corresponding imbalance factor deviates sig-
nificantly from 1. High-rate quantization theory5 [Panter and Dite 1951, Gray and
Neuhoff 1998] establishes that for a scalar random variable X with probability dis-
tribution function p, the asymptotic distribution of centroids follows a distribution
in p

1
3 in the scalar case [Bennett 1948]. Zador later extended the analysis to higher-

dimensional space, also showing that the distribution of the centroids does not
follow that of the original vectors. This confirms that the cells resulting from k-
means partitioning for a non-uniform distribution have different populations.

Optimizing hash functions. LSH uses a pool of hash functions. There are two ways
to improve this pool.

Optimizing individual hash functions. With a fixed quantizer such as random
projections or a lattice, some parameters have to be fixed to adjust the size of
the cells. For instance, the volume of the elementary lattice cell is adjusted by
a scaling factor [Andoni and Indyk 2006, Jégou et al. 2008a]. Optimizing this
parameter is critical in LSH. For this reason, several works propose strategies
to automatically find good parameters [Dong et al. 2008b, Muja and Lowe
2014, Slaney et al. 2012], or even to select the most appropriate kind of hash
functions [Muja and Lowe 2009, Muja and Lowe 2014].

Designing complementary hash functions. It is more difficult to predict the se-
lectivity and recall resulting from the use of multiple hash functions. Some

5. The number of centroids tends to infinity and p is assumed locally constant.
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vectors are retrieved several times, especially those that are close to the query.
Two hash functions may be redundant, which is not desirable. The problem
of finding complementary hash functions beyond the natural complemen-
tarity provided by random generation has recently received some attention
[Xu et al. 2011, Liu et al. 2013b, Jin et al. 2013].

5.2.2 Query Mechanisms
In this subsection, we review two variants of LSH, within the probe model, that
modify the query procedure in two opposite ways. The first multi-probe LSH is
worth considering when the memory is a critical resource and/or the (fixed) hashing
complexity is non-negligible with respect to the database side. The second, in
contrast, is worth considering when databases are very large and available memory
is unlimited. These methods are compatible, with limited adaptation, with most
kinds of hash functions, as the ones discussed above.

Multi-probe. LSH as a hashing algorithm (i.e., associated with the probe model) has
a major drawback: It is inefficient from a memory point of view, for two reasons:

. Raw vectors are required for post-verification.6 This issue is solved, at least
partially, by the hybrid algorithms introduced in Section 5.5.

. Multiple partitions—due to the partitioning nature of the algorithm, L hash
tables are constructed, each introducing some memory overhead: A vector
identifier must be stored for each of the L hash functions. Considering for
instance L = 8 and a database comprising N= 1 billion vectors, it means that
it takes about 32 GB to store the vector identifiers.

The multi-probe LSH [Lv et al. 2007] addresses this issue by considering a single
hash function (or a few), but retrieves several cells instead of one per hash function,
as illustrated in Figure 5.3. In addition to the cell to which the query is normally
associated, additional cells are probed based on their likelihoods to contain neigh-
bors. This is done by considering a perturbation vector, initially applied directly on
the hash keys. Joly and Buisson [2008] improve the cell selection model for LSH
based on random projections. Paulevé et al. [2010] propose a selection rule for k-
means based on k nearest centroids. Multi-probe LSH is, to some extent, similar
to older strategies with prioritized search, such as the best-bin-first variant of the
kd-tree [Beis and Lowe 1997].

6. Except if all retrieved hypotheses are assumed neighbors. Although this strategy is sub-optimal
(it returns many outliers), it may be sufficient in situations where subsequent filtering rules are
employed, such as spatial verification.
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Figure 5.3 Multi-probe LSH. For a given partition, several cells are probed based on a relevance
criterion.

Multi-probe LSH is a bit inferior to regular LSH with respect to the selectiv-
ity/recall trade-off [Paulevé et al. 2010]. Yet this is an effective strategy to reduce
the large memory requirements of LSH. Another advantage worth mentioning is
that each vector is retrieved once at most, thus eliminating the need extract to the
unique elements from the short-list.

Remark 5.2 The multi-probe variant of LSH is closely related to the multiple assignment strat-
egy in bag-of-words [Jégou et al. 2007, Philbin et al. 2008], especially when consid-
ering the asymmetric assignment to visual words [Jégou et al. 2010a].

Query-adaptive LSH. For very large datasets, complexity is best reflected by the
selectivity, as discussed in Section 5.1.2. The query-adaptive strategy introduced in
Jégou et al. [2008a] aims at optimizing the trade-off between selectivity and recall,
regardless of memory usage and the computational cost of identifying the cell.

It works as follows. A pool of hash functions is constructed. This pool is typically
larger than in LSH. The first step determines the most relevant set of hash functions
associated with the input query. As in multi-probe LSH, a relevance criterion is
designed to rank hash functions (as opposed to cells for multi-probe) by decreasing
order of expected relevance. In the second step, a single cell is probed for all the
selected hash functions, i.e., those best ranked according to the relevance criterion,
and none for the others.

Query-adaptive LSH was first proposed with random projections and the E8
lattice [Jégou et al. 2008a] before being extended to k-means partitioning [Paulevé
et al. 2010]. For random projections, the criterion is defined by the distance (after
projection) to the closest boundaries of the partition. For lattices and k-means, the
distance to the closest centroid in each partition is used instead.

Query-adaptive LSH is empirically evaluated in Paulevé et al. [2010]. This strategy
always improves the trade-off between selectivity and recall. However, the fixed
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query preparation cost (i.e., computing the relevance criterion) is increased by
this strategy. It is therefore better associated with a hash function requiring few
computations, like structured lattice quantizers. In addition, memory should be
available in large quantities: The larger the pool of hash functions, the better is the
gain with respect to the selectivity/recall compromise.

5.3 Sketches and Binary Embeddings
In most papers, LSH is not considered in the context of probe algorithms, but
employed with a distinct comparison strategy [Lv et al. 2004], often referred to
as sketches. Some approximate algorithms are regarded as the ancestors of these
sketches. Two examples are famous: 1) the paper by Flajolet and Martin [1985] esti-
mates the number of unique elements in a very large database without sorting the
elements nor employing hash tables, and with little extra storage; 2) the min-hash
algorithm by Broder [1997], which estimates the Jaccard similarity between sets.

In this section, we focus on sketches to address the main limitation of the probe
model, i.e., the storage overhead. ANN probing algorithms are mainly compared
based on the trade-off between search quality and efficiency, the memory require-
ments of the indexing structure being considered as a secondary criterion. For
instance, the storage overhead of E2LSH is typically comparable to that of the orig-
inal vectors. Although this problem is partly solved by the multi-probe variant (see
Section 5.2.2), the recall is reduced for the same selectivity. Additionally, a final re-
ranking step based on exact �2 distances is required to get a reliable ranking, which
limits the number of vectors that can be handled by these algorithms.

For this reason, we have witnessed a renewed interest for techniques consid-
ering the memory usage as a primary criterion in a context of visual search. The
application of sketches to image retrieval with compact signature was pioneered
by computer scientists [Indyk and Thaper 2003, Lv et al. 2004] shortly after the
cosine sketches by Charikar [2002].

Binary sketches are the most popular. In this context, sketches amount to replac-
ing the original descriptors (typically Euclidean) by short binary codes, as shown
in Figure 5.4. They are either integrated directly in the descriptor construction
[Naturel and Gros 2008, Strecha et al. 2012] or considered as part of the indexing
strategy of local [Jégou et al. 2008b] or global descriptors [Lv et al. 2004, Torralba
et al. 2008].

The literature on these binary sketches is extremely vast, with many variants
considered. For an overview on this subdomain, we refer the reader to two recent
surveys on binary hashing, by [Wang et al. 2014] and [Wang et al. 2016a]. As a side
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Figure 5.4 Binary sketches cast the Euclidean nearest neighbor problem into the Hamming space.

note, it was shown in Sablayrolles et al. [2016] that many recent papers proposing to
learn binary codes in a supervised manner have used a flawed evaluation protocol.
They are outperformed by a trivial baseline encoding the output of a classifier. If
we exclude these inconclusive works, one of the most successful scheme, in this
context is designed with quantization [He et al. 2013].

5.3.1 Similarity Estimation with Sketches
To the best of our knowledge, it is Charikar [2002] who first introduced sketches for
fast estimation of cosine similarity in the Hamming space. Focusing on the case of
cosine, the method is based on random projections. Each projection is defined by
a vector wj , j = 1 . . . L. For any vector x ∈ R

D, each projection produces a bit

bj(x)= sign(w�
j
x). (5.13)

The sketch of x consists of the concatenation of these bits in a binary vector:

b(x)= [b1(x), . . . , bL(x)
]

. (5.14)

Remark 5.3 This measurement strategy is called “1-bit compressive sensing” [Boufounos and
Baraniuk 2008] in the signal processing community. It is also closely related, as a
particular case, to early papers on quantized frame expansion [Goyal et al. 1998].

Let us assume that the projection directions Wj are random variables inde-
pendently and uniformly drawn on the unit sphere. Now consider the subspace
spanned by two unit-norm vectors x and y. The intersection of this subspace with
the hyper-plan defined by Wj is a 1-dimensional vector subspace. Because all direc-
tions are equivalent, the probability that it separates x from y is directly related to
the absolute value of (unsigned) angle θ between x and y, such that cos θ = 〈x|y〉.
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This gives us the following key property:

P(bj(x)= bj(y))= 1− 1
π

arccos 〈x|y〉. (5.15)

Since we consider bits compared with Hamming distance, we also have

P(bj(x)= bj(y))= 1− EWj
(dh
(
bj(x), bj(y)

)
). (5.16)

Thanks to the linearity of the expectation and the fact that the Wj are drawn
independently one from each other, the Hamming distance gives an unbiased
estimator of the cosine similarity:

dh (b(x), b(y))≈ L
π

arccos 〈x|y〉. (5.17)

In high dimensional spaces, two vectors have an angle close to θ = π/2 with high
probability. Considering the taylor expansion of arccos in 0, arccos u= π/2 − u+
O(u3), we have

L
π

arccos 〈x|y〉 = L
2
− L

π
〈x|y〉 +O

(〈x|y〉3) (5.18)

and evidences that the inner product is well approximated close to 0 by the Ham-
ming distance, as

〈x|y〉 ≈ π

L
dh (b(x), b(y))− π

2
. (5.19)

After this seminal work by Charikar, several researchers have proposed other
kernel estimations from binary codes [Rahimi and Recht 2007, Weiss et al. 2009,
Raginsky and Lazebnik 2010, Gong and Lazebnik 2011]. It is worth noting that sim-
ilar popular sketch constructions have been introduced in different communities:
For instance, spectral hashing [Weiss et al. 2009] is close to the �2 binary sketches of
Dong et al. [2008a]. These constructions are designed for the �2 distance and share
the idea of cyclic quantization depicted in Figure 5.5. The same idea is considered
in a compressive sensing framework [Boufounos 2012].

Link between sketches and multi-probe LSH. Binary sketches are compared with the
Hamming distance. Typically, a threshold ht is defined and two vectors are deemed
neighbors if dh (b(x), b(y))≤ ht. Recall that the multi-probe variant of LSH assumes
a perturbation vector. In the case of binary sketches, this perturbation vector can
be defined by flipping bits (0→ 1 or 1→ 0). By bounding the number of flipped bits
by ht, we obtain the same neighbors as those defined by sketches.
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Figure 5.5 Illustration of the �2-sketch of Dong et al. [2008a]. Left: The construction of a bit in
a sketch alternates regions assigned to 0 and 1. Right: A better distance estimator is
obtained by computing an asymmetric distance involving the distance between the
query and its closest hyper-plane.

Asymmetric scheme with sketches. One of the main features of sketches is their
compactness. In an image retrieval scenario, they represent an image with few
bits, thereby making it possible to store millions to billions of image descriptors in
memory. However, the memory constraint is not necessarily required for the query,
as this one is processed online and its descriptor may be discarded afterward.

This observation motivates the use of asymmetric methods, in which data-
base vectors are encoded with short codes but the query is kept uncompressed
to avoid quantization errors. This scheme was first proposed with sketches [Dong
et al. 2008a], where the authors estimated an asymmetric distance based on dis-
tances to the separating hyper-plane, as illustrated by Figure 5.5. It is extended to
quantization-based techniques [Sandhawalia and Jégou 2010, Jégou et al. 2011] to
produce a better distance estimate, as discussed in Section 5.4.

5.3.2 Hash Function Design
Similar to LSH with a probe mechanism, the performance of sketches depends on
the design of the hash functions. The random projections proposed by Charikar
[2002] are standard for the cosine similarity. However, by adopting a reconstruction
point of view, they appear [Balu et al. 2014] to be suboptimal. For the cosine
similarity, we consider two cases:

. L ≤ D. Using a set of orthogonal vectors yields better results than random
projections [Jégou et al. 2012], as first proposed in Jégou et al. [2008b]. Note
that the methods performing a principal component analysis (PCA) rotation,
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such as spectral hashing [Weiss et al. 2009], implicitly use a set of orthogonal
vectors.

. L > D. When the number of bits produced is larger than the dimensional-
ity of the input feature, it is no longer possible to generate a subset of L
orthogonal features. The L projection vectors form an over-complete frame
W = [w1, . . . , wL

]
[Goyal et al. 1998]. Inspired by results on quantized frame

expansion, Jégou et al. [2012] propose to use a tight uniform frame (or Parse-
val frame)—i.e., such that W .W� = ID—instead of random projections. The
superiority of this strategy is independently confirmed by Simonyan et al.
[2013]. Another concurrent strategy [Ji et al. 2012] combines subsets of or-
thogonal vectors (called super-bits). The authors mention that the best results
when L ≤ D are achieved with a complete basis.

Other strategies optimize the embeddings [Kulis and Darrell 2009] in order to
better reconstruct the small distances. Another popular approach is to directly opti-
mize a rotation in order to balance the variance on the different components [Jégou
et al. 2010b, Gong and Lazebnik 2011], such that each bit gives the same approx-
imation error. These works mainly differ by the parametrization, for instance a
Householder decomposition in one case, and by the way the optimization is carried
out. Therefore the quality of the estimated rotations should not differ significantly,
although we are not aware of a direct comparison in the literature.

5.3.3 Beyond “Project and Binarize”
Formally, the “project+take sign” approach defines a spherical quantizer. It implic-
itly defines a set C comprising at most 2L distinct reproduction values (centroids)
of the form

c ∝
L∑

j=1

ajwj , (5.20)

where aj =±1. The proportionality constant is determined such that ‖c‖ = 1. We
do not discuss possible degenerated cases such that

∑L
j=1 ajwj = 0. An interesting

question is related to the binarization strategy proposed in Equation 5.13. Does the
centroid ci selected by this strategy provide the best possible choice from a recon-
struction point of view? The best centroid is the one minimizing the �2 distance,
which is equivalent for �2-normalized vectors to maximizing the co-linearity to the
input vector x:
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c� = arg max
c∈C

x�c = arg max
c∈C

∑L
j=1 aj x�wj

‖∑L
j=1 ajwj‖

. (5.21)

Let us first consider the case of an orthonormal set of vectors: ∀j , j ′, w�
j
wj ′ = 0

and ∀j , ‖wj‖ = 1. In this case, the denominator is constant and the optimum is
obtained when, for j = 1 . . . L, aj and x�wj have the same sign. But this property
does not necessarily hold when the frame vectors are not orthogonal, meaning that
a better reconstruction, not taking the sign of x�wj , is possible.

Example 5.1 Let us consider the frame

W = [w1w2w3
]= [ 1 0 cos π

3

0 1 sin π
3

]
(5.22)

and define a matrix A for all possible bit combinations in Equation 5.20:

A=
⎡⎢⎣−1 −1 −1 −1 +1 +1 +1 +1

−1 −1 +1 +1 −1 −1 +1 +1

−1 +1 −1 +1 −1 +1 −1 +1

⎤⎥⎦ . (5.23)

This frame implicitly defines the spherical quantizer, which we write in matrix
form as

C = [
c1 . . . c8

]
(5.24)

=
[−0.626 − 0.966 − 0.996 − 0.259 + 0.259 + 0.996 + 0.966 + 0.626

−0.779 − 0.259 + 0.089 + 0.966 − 0.966 − 0.089 + 0.259 + 0.779

]
.

(5.25)

Now, if we encode these centroids with Equation 5.20, we obtain

sign(W� × C)=
⎡⎢⎣−1 −1 −1 −1 +1 +1 +1 +1

−1 −1 +1 +1 −1 −1 +1 +1

−1 −1 −1 +1 −1 +1 +1 +1

⎤⎥⎦ �= A,

which is obviously the best possible choice for the binary code.

In other terms, although the centroids in Equation 5.25 are perfectly recon-
structible by selecting the proper binary codes, the strategy “project+take sign”
takes suboptimal choices for two of them. Another way to see this issue is to ob-
serve that function x �→ b(x) is not necessarily surjective, that is, there is a loss of
capacity: some binary codes are never selected, and most binary codes are unlikely
to be selected if D < L.
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Anti-sparse coding and quantization-optimized LSH. These observations have mo-
tivated some proposals for better encoding strategies. A first approach based on
spread representations [Fuchs 2011] assumes that the set of projections is already
defined. The goal is then to reduce the quantization error underlying the binariza-
tion by the sign function. Since there is an optimal strategy (orthogonalization of
W ) for the case L ≤ D, we focus on the case L > D. A direct minimization of the
reconstruction error is not tractable for this discrete problem. Instead, our first
proposal was to resort to an “anti-sparse coding” strategy. Given an input vector
x to be encoded, it relaxes the optimization problem by minimizing the objective
function

v� = min
Wv=x

‖v‖∞. (5.26)

This equation is similar in spirit to what is considered in sparse coding, except
that the �0 (or �1) norms are replaced by �∞. As a result, instead of concentrating
the signal representation on a few components, anti-sparse coding has an opposite
effect: It tends to spread the signal over all components, whose magnitude is
comparatively less informative.

Interestingly, L − D + 1 components of v are provably stuck to the limit, i.e.,
equal to±‖v‖∞. As a result, the vector v can be seen as a pre-binarized version of the
binary code that we want to produce. This is shown by Figure 5.6, which compares
the output v� obtained by the spread representation to the usual projection values
W�x. The subsequent binarization to sign(v�) introduces less quantization loss
with our approach.

Figure 5.6 Illustration of an encoding method not based on the “project+sign” paradigm, namely
anti-sparse coding. Compare the spread representation (in blue) with the values
obtained by projecting the same input vector onto the frame (red). With the non-
linear strategy, L − D + 1 components do not suffer any (spherical) quantization loss.
This also translates to a better ranking compared with the “project+sign” method when
employing the produced binary codes as sketches for NN retrieval.
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Remark 5.4 Although this proposal achieves some gain over the “project+binarization,” it is
worth mentioning that it does not guarantee finding the optimal spherical centroid
with respect to the quantization error. Further gain is achievable, as shown by
subsequent works such as the quantization-optimized LSH [Balu et al. 2014], which
offers a more efficient encoding strategy than the optimization of Equation 5.26.

To conclude on binary sketches, significant gains are possible beyond the initial
approach of Moses Charikar even without considering any kind of data adaptation:

. using an orthogonal set of vectors (if L ≤ D) or a tight over-complete frame
(if L > D);

. using an asymmetric scheme;

. using a better encoding approach to produce the binary codes, like anti-
sparse coding;

. performing the explicit reconstruction of the vector (when the norms of the
vectors are constant) in a re-ranking stage [Jégou et al. 2012].

5.4 Searching and Similarity Estimation with Quantization
The sketches discussed in the previous section are binary. This design choice leads
to efficient implementations, thanks to low-level processor instructions, but drasti-
cally limits the quality of the quantizer underlying these sketches. For this reason,
more general sketches providing better distance estimates have been proposed.
Their motivation and intuition are that a better quantizer gives a better distance
estimation, as suggested by a result [Jégou et al. 2011] that shows that the square
Euclidean distance is statistically bounded by the mean square quantizer error if
the quantizer satisfies Lloyd’s properties [Gray and Neuhoff 1998].

However, not all quantizers are suited to efficient distance estimation. Indeed,
another property that the quantizer should offer is compressed-domain distance es-
timation. This requirement disqualifies quantizers such as the k-means, for which
the quantization step becomes the bottleneck. Another reason why k-means is not
a suitable option is that, in order to get good distance estimates, we need relatively
long codes: It is not possible to learn a k-means with, for instance, 2128 centroids.
Being able to quantize finely the vector space requires that the quantizer has some
structure accelerating the assignment to the closest centroid. A contradictory re-
quirement is that the quantizer should be adapted to the distribution to achieve
good distance estimation, thereby excluding structured quantizers such as lattices.
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Figure 5.7 A typical source coding system as considered in our transform coding method.

5.4.1 Searching with Expectation
Two works [Sandhawalia and Jégou 2010, Brandt 2010] in this line of research
mimic a traditional source coding (≈ compression) system, as the one depicted
in Figure 5.7. After applying PCA (= de-correlation) on the input vector, a set of
Lloyd-max scalar quantizers are optimized to provide the best average distance es-
timation. This is done by simply adjusting the number of centroids. A compounding
strategy is proposed to accelerate the compressed-domain comparison.

5.4.2 Searching with Product Quantization
As already discussed in Section 5.2.1, vector quantization is better than scalar quan-
tization thanks to the shape gain [Gray and Neuhoff 1998]. Formally, a quantizer
relying on scalar quantization is suboptimal by construction because the elemen-
tary shape is a parallelotope, in the best case a hyper-rectangle if the projections
used before quantizing are orthogonal. The shape of the corresponding cubic lat-
tice Z

D is significantly inferior with respect to different compactness criteria; see
for instance Conway and Sloane [1990]. In addition, when doing vector quantiza-
tion, more complex dependencies than simple correlation are likely to be exploited
compared to a scheme like that of Figure 5.7. For these reasons, methods based on
structure quantizers [Jégou et al. 2011] have been proposed to estimate (square)
Euclidean distances from compact codes.

Distance approximation with quantized vectors. Let x ∈ R
D be our query vector and

Y = {y1, . . . , yN} a set of vectors in which we want to find the nearest neighbor
NN(x) of x. The approach consists in encoding each vector yi by a quantized version
ci = q(yi) ∈ R

D. For a quantizer q(.) with K centroids, the vector is encoded by
bc = log2(K) bits, assuming K is a power of 2. An approximate distance dc(x , yi)

between a query x and a database vector is computed as

dc(x , yi)
2 = ‖x − q(yi)‖2. (5.27)
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The approximate nearest neighbor NNa(x) of x is obtained by minimizing this
distance estimator:

NNa(x)= arg min
yi∈Y

dc(x , yi)
2 = arg min

yi

‖x − q(yi)‖2, (5.28)

which is an approximation of the exact distance calculation

NN(x)= arg min
yi∈Y

‖x − yi‖2. (5.29)

Note that we assume here that we use an asymmetric distance computation: the
query x is not converted to a code. Therefore there is no approximation error on
the query side. We also mention that this distance estimator is biased [Jégou et al.
2011] and show that this bias can be corrected. Empirically, this correction does
not improve the search quality.

Product quantizer. To get a good vector approximation, K should be large (K = 264

for a 64 bit code). For such large values of K , learning a K-means codebook is
not tractable; neither is the assignment of the vectors to their nearest centroids.
A product quantizer [Jégou et al. 2011] addresses this issue because it does not
require explicitly enumerating the centroids. Consider a vector y ∈ R

D split into m

subvectors y1, . . . , ym ∈ R
D/m. A product quantizer is defined as a function

q(y)= (q1(y1), . . . , qm(ym)), (5.30)

which maps the input vector y to a tuple of indices by separately quantizing the
subvectors. Each individual quantizer qj(.) has Ks reproduction values, learned
by K-means. To limit the assignment complexity, O(m×Ks), Ks is set to a small
value (e.g., Ks = 256). However, the set of K centroids induced by the product
quantizer q(.) is large, as K = (Ks)

m. Figure 5.8 depicts a product quantizer with
m= 4 and Ks = 8. Note that a product quantizer is fully parametrized by the number
of subvectors m and the total number of bits bc per subquantizer.

The squared distance estimation of Equation 5.28 is decomposed as

dc(x , y)2 = ‖x − q(y)‖2 =
∑

j=1, . . . ,m

‖xj − qj(yj)‖2. (5.31)

The squared distances in the sum are read from look-up tables. These tables are
constructed on-the-fly for a given query, prior to the search in the set of quan-
tization codes, from each subvector xj and the ks centroids associated with the
corresponding quantizer qj . The complexity of the table generation is O(D ×Ks).
When Ks �N, this complexity is negligible compared to the summation complexity
of O(D × N) in Equation 5.28.
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Figure 5.8 A simple product quantizer that splits an 8-D input vector into 4 subvectors, each
quantized by a 2-D k-means. This quantizer allows the estimation of distances in the
compressed domain.

Discussion. This approximate nearest neighbor method implicitly sees multi-
dimensional indexing as a vector approximation problem: a database vector y is
decomposed as

y = q(y)+ r(y), (5.32)

where q(y) is the centroid associated with y and r(y) the error vector resulting from
the quantization, called the residual vector. Since the square error between the
distance and its estimation is bounded, on average, by the quantization error (see
Jégou et al. [2011]), asymptotically this scheme ensures returning perfect search
results when increasing the number of bits allocated to the quantization indexes.
Approaches based on product quantization codes define the state of the art in
approximate search with compact codes and receive significant attention.

Note, however, that solely relying on product quantization codes is still an
exhaustive approach requiring comparison of the query vectors to the codes of
all database elements. Although this yields a constant acceleration factor and a
significant memory savings, this is not sufficient to index billion-sized datasets.
The hybrid approaches discussed later in Section 5.5 propose a complementary
way to improve the efficiency.

5.4.3 Subsequent Works on Product Quantization
Several works have extended this first encoding scheme. First, the coding quality
is magnified by using a rotation of the input space and dimensionality reduction.



5.5 Hybrid Approaches: The Best of Probing and Sketching 131

In particular, a PCA followed by a random or a learned rotation [Jégou et al. 2010b]
can be performed before applying product quantization. Other strategies have been
proposed to go beyond by jointly optimizing the rotation and the subquantizers,
in particular optimized product quantization [Ge et al. 2013] and the Cartesian k-
means [Norouzi and Fleet 2013].

Another work [Jégou et al. 2011] adopts a practical two-stage scheme in the spirit
of partitioning techniques like E2LSH [Datar et al. 2004]. The main difference is that
the second refinement stage does not rely on full vectors, but on an approximation
that encodes the residual vector r(y) in Equation 5.32. Doing so, it is still possible to
maintain all the vectors in memory, while drastically improving the distance quality
and therefore the ranking.

Other works [Babenko and Lempitsky 2014, Zhang et al. 2014, Zhang et al.
2015a] have pushed possible memory/efficiency trade-off by adopting a more gen-
eral point of view, such as “Additive quantization” [Babenko and Lempitsky 2014],
which provides an excellent approximation and search performance, yet is obtained
with a much higher computational encoding complexity, leading the authors to
subsequently propose more efficient encoding strategies [Babenko and Lempitsky
2015b]. In-between PQ and this general formulation, good trade-offs are achieved
by residual quantizers, which can be used in the non-exhaustive PQ variant [Jégou
et al. 2011] to reduce the quantization loss by encoding the residual error vector
instead of the original vector; see next section. They can also be used as a coding
strategy [Chen et al. 2010, Martinez et al. 2014, Ai et al. 2015]. An even more general
model, based on quantized sparse coding, is proposed by Jain et al. [2016].

5.5 Hybrid Approaches: The Best of Probing and Sketching
In the previous sections, we have considered both probing algorithms and methods
based on compact codes such as sketching or product quantization. Both mecha-
nisms have advantages and drawbacks. An important observation that we make is
that these two classes of approaches are not incompatible. What we call the hybrid
approaches in this section are those which aim at giving the advantages of the two
classes of techniques. This is done as follows:

. Adopt a probing algorithm at a coarse level, in order to filter out the vectors
that are unlikely to be neighbors.

. Use a single hash function and a multi-probe strategy.

. For each of the probed vectors, exploit compact codes like binary sketches
or quantized codes to give local measurements between vectors without
requiring the original vectors.
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The coarse hashing function is typically learned to adapt to the data distribu-
tion, as this gives better results [Paulevé et al. 2010]. In contrast, for the sake of
efficiency comparison, one can rely on simpler hash functions for the local distance
estimation, such as those associated with binary or quantized codes.

These hybrid strategies were initially designed as an extension of a bag-of-
words approach in image retrieval [Jégou et al. 2008b], employing a k-means at
the coarse level and binary codes obtained with an improved LSH binarization
scheme. This approach, referred to as Hamming embedding, has been applied to
local SIFT descriptors but also to global descriptors [Douze et al. 2009] like GIST
[Oliva and Torralba 2001]. Later, the binary sketches by product quantization codes
(see Section 5.4), and applies the global descriptors obtained by aggregating of local
ones, such as VLAD features [Jégou et al. 2010b]. Doing this leads to a system able
to find relevant images in a database comprising about 100 million images in about
200 milliseconds (on one core), with each image being represented by a short code.
The timings are significantly improved with a GPU implementation [Johnson et al.
2017].

Alternative hybrid approaches have been recently proposed. One that received
some particular attention is the inverted multi-index [Babenko and Lempitsky
2012], which employs product quantization for both the coarse partitioning and
distance computation. This effective approach offers the advantage of accelerating
learning and indexing, not only the query time.

Remark 5.5 The hybrid approaches normally give a good trade-off between search quality and
efficiency. It is effective on most features, as long as their intrinsic dimensionality is
not very large. With such approaches, it is possible to evaluate approximate search
on billion-sized datasets, such as the BIGANN or Deep1B dataset. In the case of
distributions with very high intrinsic dimensionality (uncommon with true data),
it is better not to use any coarse level as the filtering stage is ineffective. In this case,
one should rely on sketches only.

5.6 Searching for Non-Euclidean Metrics and
Graph-based Approaches
Although most of the effort on ANN is devoted or demonstrated with the Euclidean
distance, other metrics are of interest and various strategies have been proposed
to tackle this case.

Several works revisit existing strategies to adapt them to new kernels. Note that
the first LSH strategy was designed for the Hamming space [Gionis et al. 1999].
Some more specialized works intend to propose LSH for metrics like Hausdorff
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metrics [Farach-Colton and Indyk 1999], Frechet distances [Indyk 2002] or Chi-
Square [Gorisse et al. 2012]. A more generic strategy is kernelized LSH (KLSH) [Kulis
and Grauman 2009], which extends LSH by employing the so-called kernel-trick;
however, empirically this strategy is not very successful, as discussed below. In
the same spirit, Joly and Buisson [2011] learn binary codes from support vector
machine.

Another kind of strategy consists in casting non-Euclidean to Euclidean search.
This strategy is advocated by Indyk and Naor [2007], who state that

“Combining the embeddings with known data structures yields the best-known
approximate nearest-neighbor data structures for such metrics.”

Although some works rely on distance embeddings [Athitsos et al. 2008], a more
direct strategy consists in using kernelized PCA jointly with a state-of-the-art Eu-
clidean/cosine indexing scheme on the embedded vectors, or explicit feature maps
like those proposed by Vedaldi and Zisserman [2012]. The strategy of combining
an explicit embedding with a state-of-the-art indexing method like product quan-
tization was reported [Bourrier et al. 2015] to offer better results than other works
directly designed for a particular metric. These results concur with the conclusion
of Indyk. As a byproduct of this evaluation, KLSH is also shown to be inferior to the
simple combination of kernel PCA (KPCA) with the standard LSH binary sketches
of Charikar [2002].

Similarly, for the specific and important case of the maximum inner product
search, an explicit embedding strategy has been proposed [Shrivastava and Li 2014,
Neyshabur and Srebro 2015] to take into account the norm of the indexed vectors.

Graph-based approaches. The NN-descent [Dong et al. 2011] algorithm is a state-
of-the-art algorithm to construct an approximate k-NN graph, i.e., a graph con-
necting each vector of the collection to its k closest neighbors within the same
collection. This remarkably simple approach is extremely effective for constructing
high-quality graphs in sub-quadratic time. In this context, it is worth mentioning
that a new class of approaches has recently emerged as an alternative to direct cell-
probe methods. More specifically, the Kgraph [Dong et al. 2011] and the small world
graph methods [Malkov et al. 2014, Malkov and Yashunin 2016] employ a graph to
index a set of entities and perform a search. This class of methods works for arbi-
trary metrics and is state-of-the-art on benchmarks comprising millions of vectors,
as shown by the top performance achieved by the Nmslib library7 on benchmarks

7. http://github.com/searchivarius/nmslib

http://github.com/searchivarius/nmslib
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of this size. The limiting factor of this approach is the high computational time
needed to construct the index, and its large memory requirement, which currently
limits its usage to medium-sized datasets.

5.7 Conclusion
The field of similarity search has evolved rapidly in the last years. On this line of
research, many recent works have been guided by a compression point of view.
By evidencing and exploiting the close relationship between indexing and com-
pression problems, this point of view has become prevalent in the recent literature
and is replacing sketch-based methods based on binary codes. However, it is worth
mentioning that the two points of view are not necessarily concurrent, as shown
by Douze et al. [2016], who propose some codes that can be employed either as bi-
nary codes and compared with the Hamming distance, or as quantized codes with
compressed-domain distance estimation.

The combination of the cell-probe model with codes is currently the most ef-
fective strategy for very large collections when memory becomes an important con-
straint [Li et al. 2016b]. It is now adopted by many groups and the best approaches
are derived from it for a very large-scale scenario. According to a talk by Google
at ICML, a similar architecture was employed in Google’s Goggles search engine.8

However, the recent graph-based approaches have settled the new state of the art
for medium-size collections (i.e., for millions of vectors) when the training time
and memory are secondary criteria [Li et al. 2016b]. Additionally, they offer the ad-
vantage of being effective for arbitrary metrics without the need for an embedding
function. Scaling these methods to larger collections is an open problem.

8. http://en.wikipedia.org/wiki/Hartmut_Neven and http://techtalks.tv/talks/54457/

http://en.wikipedia.org/wiki/Hartmut_Neven
http://techtalks.tv/talks/54457/
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Multimedia computing technology, as one of the most effective and pervasive
technologies in modern society, plays irreplaceable roles in bridging user needs
with vast amounts of multimedia information. It is hard to imagine life and work
without today’s multimedia platforms. It is the fast advancement of multimedia
computing technology that supports the development of the Internet and various
web applications, which not only significantly broadens the scope of information
and real life resources [Jain and Sonnen 2011] that people can reach and boost
the efficiency of information seeking, but also revolutionizes society in every area
from commerce to healthcare to education. In an era filled with buzzwords like big
data, mobile Internet, and artificial intelligence, where will multimedia computing
technology go next?

Throughout the historical development of computing technology, we can clearly
observe two stages. The first is the data-centric computing stage, where calculation,
storage, and transmission were the research foci. After the industrial revolution,
people started to seek new automatic technologies that could further assist hu-
man efforts. Some of the demands for technologies involved solving the following
problems: how to do fast calculation, how to efficiently store the relatively large-
scale data into the very expensive digital storage medium of that time, and how to
transmit the data from one place to other places on demand. With such require-
ments, many computing technologies such as data codec, data transmission, and
the infrastructure of the Internet were born. One common characteristic of these
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technologies was that most of them were established based on the Shannon In-
formation Theory, where semantic-agnostic is a basic assumption. They focused
on data itself but cared less about the content and semantics that the data repre-
sented. Thus we refer to them as data-centric computing technologies. With the
rapid growth of the Internet and digital devices, the volume of data reached such a
level that people had to find a way to effectively and efficiently manage and utilize
them. In order to realize this, it became necessary to move up from the data level
to the content level to address this content understanding problem. Then several
new lines of technology such as database, information retrieval, computer vision,
and multimedia analysis rapidly emerged, which we call content-centric computing
technologies. The search engine is one of the most notable applications that was
born in that period.

In recent years, the landscape of the Internet has changed significantly. In con-
trast to the traditional information-dominated web, people have become a new
and unignorable dimension of the Internet. The emergence and popularity of UGC
(user-generated content) sharing platforms, online social networks, mobile Inter-
net, wearable devices, etc. are strong evidences for the view that the current web
has become human-centric, where most information is about people (e.g., user pro-
files, social networks, and self-expressive UGC contents), generated and distributed
by people, and ultimately exploited and utilized for people. The fact that referral
traffic from Facebook surpasses Google for most websites1 also demonstrates that
the human-centric social network platforms have become the primary channel for
information seeking. This substantial change raises a fundamental problem for
multimedia computing technology: how to understand people, predict people’s
intentions, and proactively connect multimedia resources with people according
to their real needs. With this goal, it is necessary to shift our research focus from
content-centric computing to human-centric computing. (Figure 6.1 shows this de-
velopment process and trend of computing technology.)

Unlike our understanding of data and information, today we still do not have
adequate scientific approaches to computationally model people in different levels
ranging from individuals and social groups to the population level. With the web
evolving into the human-centric phase, data about people are deeply and compre-
hensively recorded at an unprecedented level that enables us to conduct systematic
and thorough studies about understanding people in online platforms. Among
various interesting problems, such as user profiling, behavioral modeling, and so-

1. http://www.business2community.com/brandviews/mainstreethost/facebook-vs-google-battle-
referral-traffic-01470751#AoIVW30ijKqIhgsD.97

http://www.business2community.com/brandviews/mainstreethost/facebook-vs-google-battle-referral-traffic-01470751#AoIVW30ijKqIhgsD.97
http://www.business2community.com/brandviews/mainstreethost/facebook-vs-google-battle-referral-traffic-01470751#AoIVW30ijKqIhgsD.97
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Figure 6.1 The development process and trend of multimedia technology.

cial group analysis, user intention inference plays the vital role of bridging user
need with appropriate multimedia resources. If multimedia codec and transmis-
sion technology enables delivery of multimedia data to users, and content analysis
technology makes it possible to extract semantics from multimedia data, then we
can regard the user intention inference technology as the last-mile technology in
the multimedia computing lifecycle, as it tells what multimedia resources users
need, and thus closes the loop of delivering these resources to end users according
to this information need.

Before jumping into the development of solutions, let us first discuss the prob-
lem of intention and its difference from traditional semantic problems.

6.1 Semantic Gap vs. Need Gap
Semantics is the study of meaning. The semantic gap 2 (see Figure 6.2) is often re-
ferred to as the gap between the formal low-level representations in computational

2. http://en.wikipedia.org/wiki/Semantic_gap

http://en.wikipedia.org/wiki/Semantic_gap
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Figure 6.2 Semantic gap and need gap.

machines and the richness of high-level semantic meanings in the human mind.
Bridging the semantic gap, especially in unstructured multimedia data such as vi-
sual and acoustic information, is the ultimate goal of content-centric computing
technologies. Quite a number of research communities have devoted much effort to
understanding what the data represents—e.g., recognizing objects in visual images,
identifying targeting events in video sequences, and measuring textual semantic
similarities in different levels from words to documents. Although there is still a
long distance from our current status to ideally bridging this gap, the success of
search engines and many vertical applications such as face detection and recogni-
tion have demonstrated the rapid advancement in this direction.

As mentioned before, understanding user needs is critical for achieving the ul-
timate goal of multimedia computing. In the scope of information science, user
needs can be understood as a user’s desire to obtain information to satisfy his/her
conscious needs (e.g., when a user has a question in mind and goes to a search
engine for answers [Hanjalic et al. 2012][Kofler et al. 2014][Teevan et al. 2008])
or unconscious needs (e.g., when a user surfs a video-sharing platform for enter-
tainment where he has no explicit information needs in mind but just explore for
interesting content [Cui et al. 2014b]), and can be further specified into interests
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and intents where interest represents long-term user needs and intent represents
instantaneous user needs. User needs are often latent and cannot be directly ob-
served. How to infer or even predict the latent user needs from observed data is
challenging. A basic hypothesis is that user needs will be triggered in certain situ-
ations and then will be manifested as behaviors. Thus behaviors can be regarded
as the reflection of user needs. Regarding the user–multimedia interaction behav-
iors, on one side, they depend on the semantics of the multimedia data, as users
have different preferences on the meanings of the multimedia content in nature;
on the other side, the mapping from semantics to user needs is complicated and
the learning of this mapping is ill-defined. Thus, between the semantics of multi-
media data and user needs over multimedia data, there also exists an obvious gap:
the need gap (see Figure 6.2).

Both semantic gap and need gap are critical in multimedia computing. How-
ever, semantic gap attracts much more research interest than need gap in the
multimedia community. A question: can user needs be straightforwardly derived
from semantics? The answer is no. It is well accepted that user needs can be repre-
sented by a distribution over semantics, but the distribution is heavily dependent
on the context. For example, which videos a user wants to watch vary greatly during
working time vs. leisure time, in different moods or physical conditions. Consid-
ering the implicity of user needs as well as the incompleteness and uncertainty of
observed user behaviors, how to discover the mapping mechanism between mul-
timedia data and user needs, and its coupling with the rich context information,
requires more deep and comprehensive research. Another argument might be: if
the multimedia data can be replaced by semantics, which are often textual words
or sentences, the need gap problem will become irrelevant. However, we argue that
the multimedia data cannot be fully abstracted by semantics. Visual styles, visual
impacts, and psychovisual factors cannot be accurately and comprehensively repre-
sented by semantics, but they play important roles in deciding the users’ interests
in multimedia data, especially considering the fact that most users watch multime-
dia content for entertainment or exploratory goals. For example, a user searching
images of cats can seldom clearly describe why he or she prefers one image of a
cat to another one purely by semantics. Intuitively, the feeling from visual factors
often dominates this kind of decision. In this sense, both semantics and multime-
dia contents should be jointly considered in bridging the need gap. The need gap
problem can be formulated as seeking a mapping function between multimedia
content (represented by both semantics and visual factors) and the observed user
behaviors.
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6.2 Social-Sensed Multimedia Computing
The ultimate goal of multimedia computing is to deliver multimedia content to
users according to their information needs (intentions). Multimedia computing
can be decomposed into various stages: multimedia compression (for storage),
multimedia communication (for delivery), and multimedia content analysis (for
intelligence), as shown in Figure 6.1. Among these, multimedia compression and
communication are comparatively well established. Since the end of the last cen-
tury, multimedia analysis has become mainstream in the multimedia community,
and related technologies have advanced significantly. However, how to bridge the
multimedia content with end users, the last-mile technology for multimedia ser-
vices, is rarely researched. This negligence directly causes an obvious need gap
between multimedia data and the real information needs of users, which has be-
come a bottleneck in advancing intelligent multimedia computing technologies
for use in real applications.

At the ACM International Conference on Multimedia 2012, the twentieth an-
niversary of ACM Multimedia, Klara Nahrstedt and Malcolm Slaney co-organized
a panel called “Coulda, Woulda, Shoulda: 20 Years of Multimedia Opportuni-
ties,” and invited several pioneering and leading researchers in the multimedia
community, including Dick Bulterman, Ramesh Jain, Larry Rowe, and Ralf Stein-
metz, as panelists. Among the various and interesting topics discussed, one of
the most thought-provoking and sobering questions was the following: “Multi-
media analysis has been a hot topic in the multimedia community for dozens of
years, but why have new multimedia systems and platforms that have exploded
in popularity (such as Flickr, YouTube, Instagram, etc.) not been founded by
people in the multimedia community, and further, why have these systems not
leveraged advanced multimedia analysis technologies?” Meanwhile, there was
another more incisive and contradictory panel, themed “Content Is Dead; Long
Live Content!,” which once again pushed attendees to introspectively consider the
research performed on multimedia content analysis in recent years. There were
various, sometimes contradictory arguments during and after the conference, yet
one of the well-accepted opinions was that researchers and engineers have al-
ways assumed users like some multimedia content and applications, but have
rarely tried to understand their real needs concerning multimedia data. Although
the relevance feedback technology incorporated users’ interactions in image re-
trieval, its reliance on users’ explicit feedback is somewhat against the habit of
lazy users, which makes it challenging to be applied in practice. User intention dis-



6.2 Social-Sensed Multimedia Computing 143

covery and modeling needs to be treated as a first-class citizen in the multimedia
community.

It is the right time to re-consider the traditional multimedia computing para-
digm, which is either data-centric or content-centric. Previous research has provided
us with strong capability for processing and understanding multimedia data and
content. At this point, as a discipline mainly targeting the technologies and services
for end users, we should also pay more attention to user needs. How to transform
data-centric or content-centric multimedia computing into user-centric multime-
dia computing presents great challenges and opportunities for both academia and
industry.

Data specifying user needs is absolutely necessary to understand real user needs
for multimedia. An alternative to explicitly surveying user needs, which is often
costly and impractical, is to collect multimedia data, user information, and the
interaction behaviors between users and multimedia data, from which we can
implicitly and continuously discover the user needs for multimedia. However, these
data types were not readily available in the past, since most of the interaction
behaviors between users and multimedia were unobservable. Fortunately, with the
emergence of social media platforms (such as Flickr, Facebook, YouTube, etc.),
billions of users proactively interact (e.g., generate, share, comment, etc.) with huge
volumes of multimedia data, and these interaction behaviors are being recorded at
an unprecedented level. Thus, social media has eventually formed a valuable pool
of data about user needs, which provides the precious opportunity to bridge the
need gap in multimedia computing.

More specifically, users’ (both crowds’ and individuals’) intention-related infor-
mation (including long-term interests, instantaneous intentions, emotions, etc.),
their behavior patterns, and ultimately, the common principles of user–multimedia
interactions under different contexts can all be sensed from social media, and
summarized as social knowledge on user–multimedia interactions. It is such social
knowledge that reflects user needs and establishes a bridge between multimedia
data and these needs. How to organically integrate multimedia data, user needs,
and social knowledge into multimedia computing technology is a critical issue.
Thus, we propose a new paradigm, social-sensed multimedia computing, to bring
social media, viewed as a valuable source of sensing user needs and social knowl-
edge, into the loop of multimedia computing, as shown in Figure 6.3. We believe
this new paradigm will naturally transform the landscape of multimedia computing
from traditional data-centric or content-centric multimedia computing to user-centric
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Figure 6.3 Illustration of the social-sensed multimedia computing paradigm.

multimedia computing, which will improve users’ experiences in various multime-
dia applications and services.

6.3 Basic Problems and Key Technologies
As a new scheme, social-sensed multimedia computing faces some new basic
problems. In comparison to traditional scheme, the new problems mainly relate
to social multimedia representation, user modeling, user–multimedia interaction
analysis, and the integration with traditional multimedia computing methods.
Social media data collection has also become a non-trivial preconditioned problem.

6.3.1 Reliable Data Collection of Social Media
Different data will lead to different conclusions. Due to the huge volume of social
media data, the collection of a reliable dataset is crucial in order to safely draw
conclusions on multimedia intention patterns. Since most social media platforms
set various limits over data APIs, it is almost impossible for researchers to obtain a
complete dataset of a social media platform. This raises a series of problems. For
example, how comprehensive is the collected data, and is it representative enough?
In Morstatter et al. [2013], the data collected from the Twitter Streaming application
programming interface (API) was shown to be quite different from the Firehose
data of Twitter in various aspects. De Choudhury et al. [2010] and Golub and
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Jackson [2010] indicated that selection/sampling bias can significantly influence
the discovery of user behavior patterns in social media. Thus, the question of how
to design and develop a new data collection strategy for social-sensed multimedia
computing requires further attention.

6.3.2 Social Representation of Multimedia Data
Social multimedia was first defined by Mor Naaman as “an online source of mul-
timedia resources that fosters an environment of significant individual participa-
tion and that promotes community curation, discussion and re-use of content”
[Naaman 2012]. The main characteristic that differentiates social multimedia from
traditional multimedia is that the former boasts significant user participation and
interactions with multimedia content. For example, users tag images in Flickr, add
comments to videos in YouTube, and Like or Dislike videos and images in Face-
book. These are all important resources for discovering patterns of user behaviors
toward multimedia content. However, all of the current multimedia representation
methods (e.g., low-level features, concepts, and visual attributes), are designed to
bridge the semantic gap. There remains an obvious gap between semantics and user
responses and behaviors. Therefore, new representation methods for social multi-
media must be found to simplify mapping between multimedia content and user
responses and behaviors.

6.3.3 User Profiling and Social Graph Modeling
The concept of the user dimension is quite new for the multimedia community, yet
it has been widely investigated for years in data mining and information retrieval
communities, with its applications ranging from individual user modeling to social
graph modeling. More specifically, user profile inference, social graph analysis,
and tie strength measurement have become very popular in the social network
analysis field. However, most related research has been based on text information.
When we attempt to transfer that into social-sensed multimedia computing, several
fundamental issues arise: Can the user and social knowledge learned from text
data be adapted to multimedia data? Is multimedia data able to tell us a different
(or a more complete) story about the characteristics of users and social relations?
Intuitively, multimedia content has intrinsically different structures and feature
spaces from text content, and can typically provide much richer semantics and
meanings. To guarantee that the learned user profiles and social graph models can
be seamlessly bridged with multimedia data, we must revisit user profiling and
social graph modeling in the context of social multimedia environment.
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6.3.4 User-Multimedia Interaction Behavior Analysis
The major goal of the sensing part of social-sensed multimedia computing is to dis-
cover user–multimedia interaction behavior patterns, from which user intentions
toward multimedia data can be inferred. User–multimedia interaction behaviors
should be investigated at different scales depending on the level of support required
by various multimedia applications. In particular, these interaction behaviors can
be categorized into microscopic, mesoscopic, and macroscopic levels, which respec-
tively correspond to the interaction behaviors with multimedia data of individual
users, groups of users, and global users. Microscopic analysis can be specified as,
but not limited to, user interest modeling and user sentiment analysis, which can
support personalized search and recommendation for multimedia. Mesoscopic
analysis includes collective behavior analysis, social influence modeling, and so on,
which can support social multimedia marketing, and socially aware multimedia
communication. Macroscopic analysis broadly refers to multimedia propagation
analysis and prediction in a social environment, which can support multimedia
popularity prediction and social multimedia monitoring. These all make it possi-
ble to infer user intentions with regard to multimedia data, and thus play significant
roles in social-sensed multimedia computing.

6.3.5 Heterogeneous Information Integration
We inevitably confront the problem of heterogeneous information when trying to
bridge social media with traditional multimedia computing methods. Let us take
image search as an example. Traditional image search systems mainly include tex-
tual query and image information, and have well-established frameworks. After
introducing social media into the loop, we have to consider two important prob-
lems. First, after sensing the information and knowledge from social media, into
which step in the traditional framework should we inject the query step, the re-
ranking step, or other steps? Second, how can we effectively and efficiently integrate
heterogeneous information such as textual queries, image content, social graphs,
user profiles, and behavior patterns, to make the results returned more consistent
with user intentions? The answers to these two problems depend heavily on the
specific multimedia application, yet overall the heterogeneous information inte-
gration strategy should be subtly designed to balance the virtues of social-sensed
multimedia computing with increased computational and storage costs.

6.4 Recent Advances
Social-sensed multimedia computing is a quite new research direction, and has
attracted a number of researchers. Some of them have made valuable attempts
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and significant progress on the basic problems, and others have demonstrated the
value of social-sensed multimedia computing in different application scenarios.
Here, we discuss some representative works that exemplify representative research
in line with social-sensed multimedia computing.

6.4.1 Demographic Information Inference from User-Generated Content
How to align multimedia data with social aspects of users is essential for social-
sensed multimedia computing. Among various intermediate factors, demographic
information in particular has received significant research interest in recent years.
If we can establish the mapping relationships between multimedia content and
user (i.e., viewer) demographic information, then we can predict user demographic
information based on their multimedia consumption history, understand multi-
media content assisted by the aggregated demographic information of a viewer, and
bridge multimedia content and users by demographic information. On this topic,
Ulges et al. [2012] received the best paper award of the International Conference on
Multimedia Retrieval (ICMR) 2012. They employed user comments and user pro-
files on YouTube and revealed a strong correlation between viewer demographic
information and semantic concepts appearing in viewed videos. In another study,
Guo et al. [2013] proposed an approach to infer whether the author is amateur or
professional from the contents of uploaded videos. Zhong et al. [2013] proposed a
multi-task learning method to predict user demographics based on mobile data,
and reported quite high prediction accuracies for different demographics.

These works demonstrated the viability of linking multimedia content with user
demographic information and paved the way for bridging users and multimedia
data. However, demographic information is after all only a part of user profiles. How
to represent user profiles in a richer way with finer granularity to better interpret
user interaction behaviors with multimedia data is still a worthy topic for further
research.

6.4.2 User Interest Modeling from Multimedia Data
From a user perspective, interest is a major endogenic factor that drives interaction
behaviors with information. A significant body of research has focused on user in-
terest modeling based on user search logs and text information. Qiu and Cho [2006]
represented user interest by topics and proposed a method to learn user prefer-
ences from past query click history in Google. Agichtein et al. [2006] proposed a
method to learn the user interaction model with which user preference over the
search results can be predicted. Teevan et al. [2005] explored rich models for inter-
est modeling by combining multiple resources, such as search-related information,
user-relevant documents, and emails. More recently, Jiang et al. [2012a] and Cui
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et al. [2011] investigated user–information interaction behavior patterns in social
network environments.

The interest modeling problem is more challenging in the image domain due to
the high-dimensional space and the semantic-gap problem. Lipczak et al. [2013] an-
alyzed user favorite behavior patterns in Flickr. Xie et al. [2005] proposed detecting
user interests from user–image interaction behaviors recorded by image browsing
logs. Yang et al. [2013] investigated the emotion prediction problem for individual
users when watching social images. Tags of images are mined to construct the top-
ics and ontology to represent user preferences [Negoescu and Gatica-Perez 2010].
Similar to the problem that user intentions cannot be well represented by query
words in image search [André et al. 2009], user interests in images cannot be well
represented by tags, either. Visual factors, such as visual style and visual quality,
eventually play important roles in user interest formation. The majority of the user
interest-modeling methods developed thus far have relied on text information. How
to discover user interest patterns related to multimedia content is still an open,
unresolved issue.

6.4.3 Intention-oriented Image Representation Learning
Learning image representation by deep model has recently made remarkable
achievements for semantic-oriented applications, such as image classification.
However, for user-centric tasks, such as image search and recommendation, sim-
ply employing the representation learnt from semantic-oriented tasks may fail to
capture user intentions. Aiming at capturing user intention to improve the perfor-
mance of image retrieval and recommendation, query log analysis [Jansen 2006,
Hua et al. 2013, Pan et al. 2014] and relevance feedback [Rui et al. 1998, Zhang
et al. 2012] have been proposed in the past years. However, users’ query log in
image search engines can hardly be accessed for common users and researchers.
Besides, the frequent operation in relevance feedback methods may sometimes
reduce user satisfaction. With the development of social media, the information
in social platforms, such as image tags [Li et al. 2009], user behaviors [Yuan et al.
2013], and user relationships, are utilized to analyze user interests. Cui et al. [2014a]
proposed a social-sensed image search framework, which first summarizes user in-
terests based on favorite images in Flickr, and then reranks the search results based
on interests to realize personalized search. Liu et al. [2014] learned an image dis-
tance metric based on social behavioral information to evaluate image similarity
of user intention. However, traditional works based on social information usually
use “shallow models.” Thus, their ability to bridge semantic gap and need gap can
still be strengthened by deep models. Although Yuan et al. [2013] explored learn-
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ing latent features of social entities (e.g., users, images, tags) by deep model, this
work only focused on learning the relationship between pair-wised social entities
(e.g., user-image and image-tag). For an image that has multi-modal information
(such as faves and tags), there is no common representation for this image. In
other words, when user intention is learnt based on user–image relationship, the
semantic meaning in the image–tag relationship will be ignored. Furthermore, as
other social-sensed works show [Liu et al. 2013a], the pair-wise relationships in
social platforms are usually unreliable because social information is very sparse
and noisy. To make image representation robust, it must completely capture both
semantics and user intention. In Liu et al. [2015], a novel Socially Embedded VI-
sual Representation Learning (SEVIR) approach is proposed, where an asymmetric
multi-task CNN (amtCNN) model would embed a user intention learning task into
a semantic learning task. With the partially shared network architecture, the learnt
representation could capture both semantics and user intentions.

6.4.4 Intention-oriented Distance Metric Learning
Image distance (similarity) is a fundamental and important problem in image pro-
cessing. However, traditional visual features–based image distance metrics usually
fail to capture human cognition. Traditional metric learning research usually aims
at learning metrics from labeled examples. The methods can be categorized into
supervised ones [Yang and Jin 2006] and semi-supervised ones [Hoi et al. 2008]. In
supervised metric learning, labels of images are complete, such as the categories of
the images. Weinberger and Saul [2009] proposed a method named large margin
nearest neighbor (LMNN). which aims at reducing the margin of nearest neigh-
bors. In semi-supervised metric learning, we do not have all the labels but only
know some pairs of images are similar and some pairs are dissimilar. Thus, these
methods aim at reducing the distance among the similar set and enlarging the dis-
tance among the dissimilar set. In our work, we do not have any labeled images but
the images with social behavioral information. Although the social similarity can
be evaluated by the social information, its reliability is not guaranteed because the
social data are very noisy and uncertain. In addition, social similarity is a wholly new
dimension to evaluate image similarity and it is very sparse. Thus visual distance
needs to be maintained when an image does not have a socially similar neigh-
bor. In Liu et al. [2014] a novel Social-embedding Image Distance Learning (SIDL)
approach is presented to embed the similarity of collective social and behavioral
information into visual space. The social similarity is estimated according to mul-
tiple social factors. Then a metric learning method is especially designed to learn
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the distance of visual features from the estimated social similarity. In this manner,
we can evaluate the cognitive image distance based on the visual content of images.

6.4.5 Multimedia Sentiment Analysis
Sentiments (or emotions) reflect user attitudes toward information, and capture
aspects of users different from those revealed by user interest data. For example, a
user might be interested in a set of social news, but may express different emotions
toward different news items. Sentiment analysis can therefore help to obtain an
insightful understanding of user behavior patterns related to multimedia data. Al-
though recent progress has been made in text-based sentiment analysis, efforts for
multimedia-based sentiment analysis lag far behind. The most relevant research
in this direction has incorporated analysis of aesthetics and emotions in images,
where most work has attempted to predict sentiment from low-level visual features
[Joshi et al. 2011]. In addition, Borth et al. [2013] recently proposed and published
a large-scale visual sentiment ontology and a visual concept detector library to sup-
port the detection of sentiments from images.

The common goal of these studies was to detect and predict general and objec-
tive emotions from images. However, sentiment is a highly personalized and sub-
jective issue. The sentiment expressed by an image varies across different contexts,
cultures, and even viewers. This point is quite critical for social-sensed multimedia
computing, as social media can provide the opportunity to incorporate social, con-
textual, and personal differences into sentiment analysis. Yang et al. [2013] made
an initial attempt to integrate social and personal factors for emotion prediction,
and demonstrated that combining social-personal factors and visual-textual fea-
tures was highly important. Their work deserves further exploration; advances in
the field will help us discover intrinsic mechanisms of sentiment formation of users
when exposed to multimedia content, and accurately predict sentiments for differ-
ent users under different contexts in different cultural environments.

6.5 Exemplary Applications
In preceding sections we have described the basic problems in social-sensed mul-
timedia computing, and reviewed some representative recent advances and so-
lutions in the field. In this section, we focus on how solutions to social-sensed
multimedia computing can have real-world impacts. More specifically, we describe
how such impacts can improve the performance of traditional multimedia com-
puting technologies, and more broadly, play an important role in improving user
experiences in multimedia services.
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6.5.1 Social-sensed Multimedia Search
According to the survey in Smyth [2007], approximately 50% of search sessions
still fail to find satisfactory results. The lack of understanding of user intent is
one of the key causes. In recent years, the discovery of user intent in multimedia
search has attracted significant research interest. However, the majority of studies
have focused on constructing user models from social media and applying them
in vertical searching in social media. How to generalize user models sensed from
social media to assist general multimedia search remains an untouched problem.
Chang [2013] stated that in today’s highly connected world, knowing what is being
written, favored, or shared would enrich the determination of how content could be
indexed and searched. This statement resonates well with the idea of underpinning
social-sensed image searches, where user profiles and behaviors in social platforms
are sensed, harnessed, and shared to adapt the results of general multimedia search
engines. Merging search engine and social media has clearly become a common
trend in industry: for example, Google has acquired YouTube and launched Google
Plus, Yahoo has acquired Flickr, and Facebook has put forth efforts to develop
search services with a Facebook-external scope. The following is a reasonable novel
multimedia search scenario to consider: a user conducts an image search in Google
by inputting the query together with his/her Google Plus ID. The Google search
engine can then derive the user’s personal data from Google Plus, analyze the
user’s interaction behaviors with multimedia data, evaluate the user’s intent, and
re-rank the image search results in a personalized way. Much could be leveraged
by integrating social media platforms with multimedia search systems. How to
discover and represent user search intention from social media and seamlessly
bridge these user intentions with multimedia search systems is a research issue
in need of serious attention.

6.5.2 Social-sensed Multimedia Recommendation
Recommender systems are becoming increasingly important because of the over-
load of information brought about by today’s Internet. Video recommender sys-
tems are required, in particular, because of the high time costs of watching videos.
Netflix reported that 75% of the content that people watch follows a recommenda-
tion. These video recommender systems therefore play the role of a bridge between
users and videos. In the literature, collaborative filtering (CF) has achieved great
success in recommender systems. User-based CF methods represent users with
videos as features, such that user–video matching can be conducted in the item
space. In contrast, item-based CF methods represent videos with users as features
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and calculate the matching degree of user–video pairs in user space. However, the
performances of these methods are seriously affected by the sparsity of the user–
video collaborative matrix; they are unable to infer meaningful information about
videos (or users) that lack interactions with different users (or videos). More re-
cently, matrix factorization based CF has become more popular. It assumes a com-
mon low-dimensional latent factor representation for both users and items such
that the user–item matching degree is measurable in the latent space. However,
the latent factors are hardly interpretable, which makes it difficult to generalize the
learned representations to new data. In addition, all CF methods suffer from the
cold start problem, making recommendations for new users or new videos difficult,
owing to a lack of information in the collaborative matrix.

Fortunately, the emergence of social media brought us a vast amount of users,
videos, and the observable interaction behaviors between users and videos. Recog-
nizing that influence is a subtle force that governs the dynamics of social networks,
influence-based recommendation [Leskovec et al. 2006] involves interpersonal in-
fluence in social recommendation cases. Trust-based approaches [Jamali and Ester
2009] exploit the trust network among users and make recommendations based on
the ratings of users who are directly or indirectly trusted. Jiang et al. [2012a, 2014a]
proposed a probabilistic factor analysis framework, which fuses users’ preference
and social influence together. Furthermore, Jiang et al. [2012b] investigated the so-
cial recommendation problem in a multiple domain setting. There is still a vast
space to explore in exploiting social information to boost the multimedia recom-
mendation performances in both accuracy and interpretability.

6.5.3 Social-sensed Multimedia Summarization
Due to the explosive growth of multimedia data, it is quite difficult for current
multimedia summarization technologies to conduct their information assimila-
tion processes simply. Traditionally, the goal of multimedia summarization is to
select as few representative frames (for videos) or images (for image sets) as pos-
sible to give users the main, summarized content of these multimedia items. The
challenge is that different users may be interested in different parts of the same
multimedia item. Therefore, a user’s motivation for watching multimedia content
is not limited to fast browsing of the complete multimedia item; it also includes
the intention to enjoy semantically meaningful content that reflects both impor-
tant video content and a user’s interests. Users often skip multimedia items if their
summaries do not present sufficiently interesting content. How to discover engag-
ing content for different users and to generate different summaries according to
their interests is of paramount importance for improving the diffusion of multi-
media items and the user experience in consuming videos and images. How to
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implicitly discover user interests regarding visual contents and adapt multimedia
summaries accordingly is still an open research problem. Traditionally, the inter-
actions of users and multimedia items are not observable, which makes it difficult
to discover user interests. The emergence of social media in recent years, in which
users actively share their personal information and their interactions with multi-
media items, means their preferences are readily available. This trend can help
actualize the idea that underpins social-sensed multimedia summarization, where
user interests are discovered from their profiles and interactions with multimedia
items in social media platforms, and interest models thus created could be used to
adapt multimedia summarization results. Such applications will involve heteroge-
neous media and user information, including user profiles, user behaviors, social
graphs, and most importantly, visual content. How to discover user interests from
vast amounts of heterogeneous information and effectively match user interests
with multimedia content is the fundamental issue standing in the way of such ap-
plications. Furthermore, suitable computational efficiency and scalability of this
kind of algorithm or system is another critical issue.

6.5.4 Social-sensed Video Communication
Online social networks have reshaped the way video content is generated, dis-
tributed, and consumed on the Internet. Given the massive number of videos gen-
erated and shared in online social networks, it is convenient for users to directly
access video content in their preferred social media platforms. An intriguing exer-
cise would be to study how service is provided for social video content to global users
who report satisfactory quality-of-experience. Propelled by this idea, Wang et al.
[2012b], the winner of the Best Paper Award of ACM Multimedia 2012, proposed
a propagation-based socially aware video replication strategy. They sensed and
summarized the characteristics of video propagation patterns in social networks,
including social locality, geographical locality, and temporal locality. Motivated by
these insights, they proposed a propagation-based socially aware replication frame-
work using a hybrid edge-cloud and peer-assisted architecture, and demonstrated
that the local download ratio in the edge-cloud replication and the local cache hit ra-
tio obtained through peer-assisted replication could be improved by 30% and 40%,
respectively, by exploiting the propagation patterns sensed from social media.

6.6 Discussions on Future Directions
The user dimension is new but critical for the multimedia computing commu-
nity. To bridge the need gap, we need to invest more efforts in understanding the
users, both individually and collectively. In this chapter, we have proposed the
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social-sensed multimedia computing paradigm, and advocated the necessity to
organically integrate social network and social media data with multimedia com-
puting tasks. We have summarized the basic problems in this direction, reviewed
some representative works, and introduced the exemplary application scenarios
of social-sensed multimedia computing. Overall, we see the trend that more and
more researchers in multimedia community are focusing on the user dimension
and making fast advancement in this line of research.

In the future, there are several important research issues that need to be
addressed.

6.6.1 Social Attributes for Users and Multimedia
Most multimedia analysis and vision problems are grounded in data representa-
tion and machine learning methods. In recent years, machine learning methods
have received intensive research, and made much progress. However, for most
multimedia applications, problems of representing multimedia data constitute a
bottleneck that obstructs performance improvement. Here we raise a question: for
what purpose is the multimedia data represented? In the past, we have represented
multimedia data to address the semantic gap problem. The emergence of deep
learning provides a promising way to solve data representation for the semantic
gap, wherein images and videos can be represented by pixels. Now, the question
becomes: if we hope to address the need gap problem, how should we represent
multimedia data now?

Data representation is a middle layer between low-level raw data and high-level
objective data. For example, when we conduct feature engineering for the semantic
gap, we extract features such as colors, textures, etc., which can be extracted from
raw pixel data and can somewhat be linked with high-level semantics. If we replace
the objective data with user intentions, the middle-level data representation would
be more challenging due to the higher abstraction required of user intentions
compared with that of semantics. Fortunately, social media provides us with a vast
amount of user profiles and associated observable interaction behaviors between
users and multimedia items. The Homophily hypothesis3 suggests that extracting
a middle-level representation layer to represent both multimedia data and users
is possible and reasonable. In this common space, the interactions between the
two can be easily interpreted. In contrast with traditional representation methods
that begin development from the multimedia end, another direction to attempt is

3. Homophily is the tendency of individuals to associate and bond with similar individuals. It
is often used to account for the similar behaviors of similar people toward given new ideas or
innovations.
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starting from the user end. Social attributes, which capture user characteristics in
terms of social aspects, can be extracted from user profiles and their behaviors, and
these social attributes can be further propagated to multimedia items through the
interaction behaviors between users and multimedia items. The social attribute
space can then be used as the common space between multimedia data and users,
from which user intentions and their interaction behaviors with multimedia items
can be inferred. It is worth investigating how to define, represent, and extract
social attributes for both multimedia data and users, how to propagate these social
attributes between the user layer and the multimedia data layer to make them
aligned, and how to interpret and infer interaction behaviors between users and
multimedia items in the social attribute space.

6.6.2 From Social Multimedia, Beyond Social Multimedia
The explosive growth of social multimedia content on the Internet is revolution-
izing the landscape of various multimedia applications. It has even led to a new
research area, called social multimedia computing [Tian et al. 2010]. The new types
of multimedia content, meta-data, context information, and interaction behaviors
in social multimedia present a significant opportunity to advance and augment
multimedia and content analysis techniques. The majority of previous research
works have regarded social multimedia as a new research objective and proposed
new methods to either exploit the new types of data or solve new problems within
social multimedia. Here, we argue that the significance of social multimedia with
respect to the multimedia field goes far beyond the emergence of new types of data
and problems. The rise of social networks and social media platforms was respon-
sible for bringing people onto the Internet for the first time in many cases, and
observable user profiles and behaviors provide us with valuable resources to dis-
cover common principles of interactions between users and multimedia data. The
research principles here include how and why users generate, share, and assimi-
late multimedia data, as outlined by Chang [2013] and Hanjalic [2013]. Notably,
these common principles should not be limited to social multimedia platforms. In-
stead, they and the knowledge sensed from social media should be generalizable to
other multimedia applications where user profiles, behaviors, and social relations
are not observable. For example, can knowledge sensed from Flickr be used to im-
prove Google image search? Can knowledge sensed from YouTube help to design a
recommendation system for TV programs? Can knowledge sensed from Flickr and
Instagram be integrated to form a more comprehensive understanding of users?
In summary, how to sense transferable and interoperable common principles and
knowledge from social multimedia and seamlessly integrate this knowledge with
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various multimedia services should be the ultimate goal of social-sensed multime-
dia computing. These objectives pose great challenges to those who would seek
to improve current techniques in the multimedia community, and open a broad
assortment of new research topics that are worth investigating.

6.6.3 From Social-sensed Multimedia Computing
to Multimedia-sensed Social Computing
In the keynote talk given by Ramesh Jain in the social media workshop of ACM
Multimedia 2009, he raised a thought-provoking question: It is obvious that so-
cial applications will significantly advance multimedia technology, but what can
multimedia do for social applications? Today, how multimedia techniques can be
improved by integrating social information is obvious, yet how to exploit multi-
media information to improve social computing is still unclear. However, many
social phenomena are ultimately relevant to or even driven by multimedia. For ex-
ample, the music video for “Gangnam Style” owes its overwhelming popularity to
macro-level social atmosphere and cultural trends that facilitate such viral bursts
of distribution. As an example, how “Gangnam Style” was able to become popular
and what this says about society and global culture are representative topics for
social computing to address; but the analysis and characterization of this music
video itself is the aegis of multimedia computing, and also important. For these
purposes, the semantics expressed by multimedia data are not enough, and more
abstractive concepts, such as the emotions they deliver and the trends embodied
by certain multimedia elements, are inevitably required. We have witnessed an in-
creasing volume of research in this line, including multimedia affective computing
[Joshi et al. 2011], social multimedia as sensors [Jin et al. 2010], trending multime-
dia elements discovery [Xie et al. 2011], and others. How to make social-oriented
multimedia computing techniques sufficiently reliable and integrate them into so-
cial computing methodology is still a challenging task that is critical for progress in
multimedia-sensed social computing. Nevertheless, advances in these dimensions
would definitely help to promote the importance of multimedia technology with
respect to other disciplines, and improve the user experience and social impact of
multimedia services.

6.6.4 MPEG-X: A New Standard for Human-centric Multimedia Services
As stated above, social-sensed multimedia computing, a new paradigm for multi-
media computing, will significantly expand the research scope of traditional multi-
media computing. Based on recent research trends, we believe that fruitful achieve-
ments will occur in this direction in the near future. How can we then distribute
these techniques among various multimedia applications and platforms? Stan-
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dardization, which has proved effective in the development process of video ser-
vices, comes to mind. MPEG (Motion Picture Experts Group), the leading orga-
nization for standards for audio and video compression and transmission, has
successfully published a series of standards, all of which are either data-centric
for data compression, transmission, and forensics (such as MPEG-1–4, and the re-
cently published standards), or content-centric for video content description (such
as MPEG-7 and MPEG-21). Although these standards form the construction of good
infrastructure for basic video services, none can support simple guided access to
multimedia content according to personalized preferences of users. Tseng et al.
[2004] proposed a framework for personalizing video using MPEG-7 and MPEG-21,
but it is limited by the hypothesis that objects or concepts appearing in videos can
represent user preferences, which is usually not the case. On the Internet today,
users enthusiastically put their personalities on display and seek to acquire per-
sonalized information and experiences. A human-centric standard for multimedia
content to meet these needs is thus highly desirable. In order to simplify match-
ing between multimedia content and user intentions, proper representation and
abstraction of the multimedia content that can be linked with user intentions is
a vital component. This is the goal of social-sensed multimedia computing. The
human-centric multimedia standard MPEG-X, together with novel social-sensed
multimedia computing techniques, would comprise essential infrastructure for the
modern era of socialized and personalized multimedia services.

6.7 Conclusion
The rise of social networks and social media platforms brought many people to
the Internet for the first time, and observable user profiles and behaviors provide
us with valuable resources to discover common principles of interactions between
users and multimedia data. The research principles here include how and why
users generate, share, and assimilate multimedia data. Notably, these common
principles should not be limited to social multimedia platforms. Instead, they—
and the knowledge sensed from social media—should be generalizable to other
multimedia applications in which user profiles, behaviors, and social relations are
not observable.

The ultimate goal of social-sensed multimedia computing should be to sense
transferable and interoperable common principles and knowledge from social
multimedia and seamlessly integrate this knowledge with various multimedia ser-
vices. This objective poses great challenges to those who seek to improve current
techniques in the multimedia community and opens up a broad assortment of new
research topics that are worth investigating.





7Situation Recognition
Using Multimodal Data
Vivek Singh (Rutgers University)

Concept recognition from multimodal data streams is a fundamental research
challenge in multimedia computing. Situation recognition is a specific type of
concept recognition problem aimed at deriving actionable insights from hetero-
geneous, real-time, big multimedia data to benefit human lives and resources in
different applications.

Media (image/audio/video) processing research has made major progress on
the tasks of object recognition, scene recognition, event recognition, and trajec-
tory recognition in the last century. Each of these concept recognition problems
focuses on analyzing observable media to recognize an application-centric con-
cept (e.g., “chair,” “office,” “intrusion”). Dealing with the specifics of the media
requires sophisticated techniques for pixel analysis, noise reduction, signal pro-
cessing, time-frequency transformations, and machine learning techniques. The
complexities of dealing with each of these areas has led to multiple research efforts
focusing on analysis of a particular medium (e.g., images).

Hence, to date most research efforts have focused on the problems of object,
scene, event, and activity recognition. For example, one of the first well-known ap-
proaches for visual recognition was proposed by Elias, Roberts, and colleagues in
the 1960s [Elias et al. 1963], and one of the first efforts on event recognition was
made by Haynes and Jain in the 1980s [Haynes and Jain 1986]. While transformative
and timely in their own rights, these efforts focused on intra-media concepts (i.e.,
those which manifest themselves, and can be recognized within a single media ob-
ject, for example, a tree, or a chair in an image). Given the widespread availability of
data and the newer, more complex environment that we live in, it is now important
to define and recognize evolving concepts (i.e., those which occur in the real world,
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are constantly evolving, and inherently manifest themselves over heterogeneous
multimedia streams from numerous sources).

Specifically, we do not need to undertake analysis based on data coming from
a single media element, modality, time-frame, or location of media capture. Real-
world phenomena are now being observed by multiple media streams, each com-
plementing the other in terms of data characteristics, observed features, perspec-
tives, and vantage points. Each of these multimedia streams can now be assumed to
be available in real-time, and an increasingly large portion of these come inscribed
with space and time semantics. The number of such media elements available (e.g.,
tweets, Flickr posts, sensor updates) is already in the order of trillions, and com-
puting resources required for analyzing them are becoming increasingly available.
These trends are likely to continue, and one of the biggest challenges in multime-
dia computing in the near term is likely to be that of concept recognition from such
multimodal data.

As shown in Figure 7.1, situation recognition builds on and extends object
recognition, scene recognition, activity and event recognition, and complex event
processing. The challenges in situation recognition are very different from those
in object or event recognition. For example, we can no longer just accept hetero-
geneity, or allow multiple data streams; we need to expect these and capitalize on
them. We need to focus on recognition of real-world phenomena based on their
footprints across multiple heterogeneous media. This allows for solving practical
human problems by correlating data ranging from social media to sensor networks
and satellite data.

To do this, one may build upon techniques rigorously developed by computer
vision and multimedia researchers, which aggregated pixel values for identifying
low to mid-level features (moments, color, shape, texture, area, edges) to recog-
nize higher-level concepts (boy, face, rose) in applications. However, the computer
vision research field has mostly focused on rigorous feature extraction for classifi-
cation problems; its recognition models (e.g., “chair” detector) tend to be opaque
and un-editable at run time. The database field, on the other hand, has focused on
transparency of information; information about any entity or concept can be ob-
tained flexibly at run-time by declaratively defining a “model” based on attributes
of the data. Hence, there is a need to combine the strength of these two directions—
rigorous feature extraction and run-time model definition—to create sophisticated
situation recognition systems.

Examples of relevant situations to recognize include weather patterns (beau-
tiful days, droughts), natural disasters (hurricanes, wildfires, great monsoons),
economic phenomena (booms, busts, recessions), traffic (jams, accidents, smooth
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Figure 7.1 Different types of concepts can be recognized in different data availability settings.
Using a single medium, such as images, can result in concepts that are rooted more
in the medium than the real world, but using different media, it is possible to express
concepts as they occur in the real world. (Adapted from Singh et al. [2012])

progress), seasons (early spring, winter, late fall), social phenomena (demonstra-
tions, celebrations, uprisings, flash mobs, flocking, happiness index), and so on.
The situational information derived can be used to provide information, answer
queries, and also take control actions. Providing tools to make this process easy
and accessible to the masses will impact multiple human activities including traf-
fic control, health care, business analysis, political campaign management, cyber
security monitoring, disaster response, crisis mitigation, and homeland security.

However, the progress in generating actionable insights from diverse data
streams is still slow and the field of situation-aware computing is in its infancy.
This chapter summarizes a recent line of work undertaken by the author and col-
leagues (e.g., [Singh et al. 2014, Gao et al. 2012, Singh et al. 2010d, Pongpaichet
et al. 2013, Singh and Jain 2016]) to tackle some of the challenges in the field of
multimedia situation recognition.

The organization of this chapter is as follows. Section 7.1 discusses a motivating
example and the current problems in building situation-aware systems. Section 7.2
surveys possible definitions of situations across fields and provides one computa-
tional definition of situations as relevant to multimedia computing. Section 7.3
describes a framework for situation recognition that emerges out of a recent line
of work by the author and colleagues. Section 7.4 describes EventShop, which is
an open-source toolkit for situation recognition. Section 7.5 discusses the creation
of situation-aware applications using EventShop, and Section 7.6 discusses open
challenges and research directions.
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7.1 The Emerging Eco-system and a Motivating Application
As shown in Figure 7.2, the Cloud today connects a variety of data streams related to
multiple human functions including traffic, weather, and health. These data are in
archived databases as well as in the form of real-time streams reporting attributes
from different parts of the world. The real-time streams originate either from the
traditional sensor/device-based sources (e.g., PlanetarySkin, satellite imagery), or
the increasingly common human reporting mechanisms (e.g., Twitter and Face-
book status updates). All these data can be aggregated in the Cloud and used for
situation recognition and action taking.

Humans play multiple roles in this eco-system. Human sensors can describe
different aspects of a situation, many of which are not yet measurable by any hard-
ware sensors. Millions of users are already acting as human actuators, getting daily
alerts, advices, and recommendations for undertaking different actions. This trend
will only increase [Sheridan 2009, Dimandis 2012]. As demonstrated in the “wis-
dom of the crowds” [Kingsbury 1987] concept—or Wikipedia as a system—different
users can act as wisdom sources and work toward completing different tasks includ-
ing the configuration of applications for different situations [Singh et al. 2009b].
Lastly, analysts can visualize and analyze different situations to undertake impor-
tant macro-decisions affecting their country, state, county, or corporation.

Together, this eco-system allows for the generation of unprecedented volumes
and variety of data, while also allowing multiple human beings to contribute their
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Figure 7.2 The emerging eco-system. (Adapted from Singh and Jain [2016])
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wisdom for supporting various applications. Let us consider one representative
application in this eco-system.

7.1.1 Motivating Application: Asthma Risk–Based Recommendations
Alice, a part-time Ushahidi.com volunteer and full-time mother of a child affected
by asthma is worried about the seasonal asthma outbreaks. She wants to create an
evolving map of risk for people with asthma across the United States. Not knowing
how to define asthma-risk level, she approaches her friend Bob, who is an expert
on respiratory diseases. He explains that asthma-risk depends on multiple factors,
both personal and environmental. As a first step he advises her to focus on three
environmental factors: sulphur dioxide concentration in the air, nearby polluting
factories, and the number of active allergy cases reported. He advises her that the
pollution data can be obtained from a U.S. Geological Services website, the number
of active cases can be obtained from Twitter, and nearby factory data from www.epa
.gov. He helps her create a conceptual blueprint of how these data values can be
combined to classify the U.S. into zones of low, middle, and high asthma risk.

Alice uses the blueprint “situation model” as a guide, and configures a mashup
application which combines the different data streams and creates a heat-map
representing asthma epidemic risk in different parts of the U.S. Continuously being
updated with real-time data, the visualization gives an intuitive snapshot of the
asthma situation evolving across the U.S.

Charlie sees this map on Ushahidi.com, and decides to take this one step further
by personalizing the situation recognition. He defines individuals’ personal risk
level based on rules that combine the individual parameters (e.g., exertion level,
sneezing frequency, body temperature) for any person with the corresponding risk
level in her surroundings. He defines action rules that urge the most vulnerable
people to visit doctors, advise potentially vulnerable people to avoid exertion, and
prompt users in healthy environments to enjoy the outdoors (e.g., “go jogging at
the nearest park”). Thousands of users get this information, and based on verifying
the data behind the suggestion, many decide to dust off their track pants and go
for a run.

7.1.2 Difficulties in Creating Situation-Aware Applications
Despite multiple recent efforts to understand and use situational data, building an
application like the one described here is often a hard and tedious process. This is
due to multiple reasons, including the lack of understanding and operationaliza-
tion of the concept of situations, heterogeneity of the multimodal data involved,
real-time processing requirements, lack of geo-spatial data and abstractions, and
a dearth of computational infrastructure support.
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First, the term situation is used differently across application domains (see Sec-
tion 7.2 for details), resulting in a lack of unified semantics and hence fragmented
design efforts. Next, there is a dearth of tools to explicitly describe what the designer
means by a particular situation, e.g., “Allergy Outbreak.” To recognize a concept
one must 1) have an internal model of what it means, and 2) be able to external-
ize it using some constructs. Lack of such tools often implies that the situation
models and data used in applications are driven by the acquisition mechanisms
available. Further, practical problems (like the one discussed earlier) require a com-
bination of information from different sources, which come at different spatial and
temporal resolutions. This requires heterogeneous data to be converted into a com-
mon representation that is generic and does not need to be redefined for every new
data source selected. For example, the discussed asthma risk application needs a
method to combine the data coming from Twitter stream, satellite, and pollution
neighborhoods. The data representation needs to capture the spatial semantics like
neighborhood (e.g. to define the pollution effect of factories) and geography-driven
joins (e.g., for overlaying of data grids).

Similarly, detecting situations involving data coming from all parts of the world
requires scalable systems that can seamlessly handle huge volumes of data. Fur-
ther, situations need to be recognized both at the personal level and the macro level.
Traditional situation recognition has focused on single large-scale (e.g., over city,
state, country) insights. The decisions once made were broadcasted. This was true
from health warnings to weather alerts to advertisements. Today, we often need to
individually access each users inputs and combine them with the surrounding situ-
ation recognized around her, thus allowing each user to get a personalized (unicast)
alert based on a specific situation recognized for her. Lastly, with any new prob-
lem, and more crucially so when trying to reach out to application designers with
variations in the level of design experience, iterative development is key to creating
usable situation-aware applications. Thus there is a need for devising frameworks
that support rapid iteration to fine-tune the recognition model until it fits the ap-
plication requirements. This chapter summarizes a line of work that tries to tackle
many (but not all) of these challenges toward building situation-aware systems.

7.2 Defining Situation
As mentioned in the previous section, one of the fundamental challenges in the
field of situation recognition is the lack of a unified definition of situation as a con-
cept. Hence, in this section we discuss the notion of situation as broadly understood
across different research fields and then present an operational definition for it.
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7.2.1 Existing Definitions
Situations have been studied across multiple research areas such as ubiquitous/
pervasive computing [Yau and Liu 2006, Takata et al. 2008], building automation
[Dietrich et al. 2004], mobile application software [Wang 2004], aviation/air traffic
control [Endsley 1988, Adam 1993], robotics [Reiter 2001, Levesque et al. 1994],
industrial control [Pospelov 1986], military command and control [Steinberg et al.
1999], surveillance [Brdiczka et al. 2006], linguistics [Barwise and Perry 1981], stock
market databases [Higgins 1993, Adi and Etzion 2004], and multimodal presen-
tation [Nazari Shirehjini 2006], under the garbs of situation modeling, situation
awareness, situation calculus, situation control, and situation semantics. The in-
terpretation of situation, however, is different across different areas and even across
different works within the same area.

Here we sample some of the definitions employed for situation or situations:

. [Endsley 1988] “the perception of elements in the environment within a
volume of time and space, the comprehension of their meaning, and the
projection of their status in the near future”

. [Moray and Sheridan 2004] “a shorthand description for keeping track of
what is going on around you in a complex, dynamic environment”

. [Adam 1993] “knowing what is going on so you can figure out what to do”

. [Jeannot et al. 2003] “what you need to know not to be surprised”

. [McCarthy et al. 1968] “A situation is a finite sequence of actions.”

. [Yau and Liu 2006] “A situation is a set of contexts in the application over a
period of time that affects future system behavior.”

. [Barwise and Perry 1980] “The world consists not just of objects, or of ob-
jects, properties and relations, but of objects having properties and standing
in relations to one another. And there are parts of the world, clearly recog-
nized (although not precisely individuated) in common sense and human
language. These parts of the world are called situations. Events and episodes
are situations in time, scenes are visually perceived situations, changes are
sequences of situations, and facts are situations enriched (or polluted) by
language.”

. [Dietrich et al. 2004] “. . . extensive information about the environment to be
collected from all sensors independent of their interface technology. Data
is transformed into abstract symbols. A combination of symbols leads to
representation of current situations . . . which can be detected”
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. [Sarter and Woods 1991] “accessibility of a comprehensive and coherent
situation representation which is continuously being updated in accordance
with the results of recurrent situation assessments”

. [Dominguez et al. 1994] “the continuous extraction of environmental infor-
mation along with integration of this information with previous knowledge
to form a coherent mental picture, and the end use of that mental picture in
directing further perception and anticipating future need”

. [Smith and Hancock 1995] “adaptive, externally-directed consciousness that
has as its products knowledge about a dynamic task environment and di-
rected action within that environment”

. [Dostal 2007] “the ability to maintain a constant, clear mental picture of
relevant information and the tactical situation including friendly and threat
situations as well as terrain”

. [Merriam-Webster 2003] “relative position or combination of circumstances
at a certain moment”

. [Singh and Jain 2009b] “the set of necessary and sufficient world descriptors
to decide the control output”

. [Steinberg et al. 1999] “Situation Assessment is the estimation and predic-
tion of relations among entities, to include force structure and cross force
relations, communications and perceptual influences, physical context, etc.”

. [Dousson et al. 1993] “set of event patterns and a set of constraints”

We clearly see some common traits as well as the dissimilarities amongst dif-
ferent definitions. Most telling perhaps is the observation by Jakobson et al. [2006]
that “. . . being a relatively new field, there is a clear lack of theoretic well-grounded
common definitions, which may be useful across different domains.”

Focusing on the commonalities rather than the differences, one may find that
the following notions reverberate across definitions:

Goal based (GB). Situations need to be defined for an application or a purpose.

Space and time (ST). Situations capture and represent a volume of space and/or
time.

Future actions (FA). Situations support future prediction and/or action taking.

Abstraction (AB). Situations present some form of perception or symbolic rep-
resentation for higher cognitive understanding.
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Table 7.1 Survey of situation definitions

Goal Space Future Computationally
Work Based and Time Actions Abstraction Grounded

[Endsley 1988] X X X X

[Moray and Sheridan 2004] ◦ X

[Adam 1993] X X

[Jeannot et al. 2003] X

[McCarthy et al. 1968] X

[Yau and Liu 2006] X X X

[Barwise and Perry 1980] X X

[Dietrich et al. 2004] X X

[Sarter and Woods 1991] ◦ X

[Dominguez et al. 1994] X X X X

[Smith and Hancock 1995] X ◦ X X

[Dostal 2007] ◦ X

[Merriam-Webster 2003] ◦
[Singh and Jain 2009b] X X X

[Steinberg et al. 1999] X X X ◦
[Dousson et al. 1993] ◦ X ◦ X

Note: ‘◦’ indicates partial support.

Further, while some definitions are computationally grounded (CG) in data (e.g.,
Endsley, Dietrich), others were abstract (e.g., Barwise and Perry, Merriam-Webster).
(A summary of these definitions based on the abovementioned axes is presented
in the Table 7.1.)

7.2.2 Proposed Definition
Based on observing these common traits (as well as a focus on staying computa-
tionally grounded), we define a situation as:

An actionable abstraction of observed spatio-temporal descriptors.

Going right to left, let us consider each of the terms used in this definition:

descriptors. This follows the approach of quantifying an abstract/inexact no-
tion based on sampling its characteristics [Duda and Hart 1996, Nowak et al.
2006].
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spatio-temporal. The most common connotation associated with situations (as
well as this work’s focus) is spatio-temporal data.

observed. As a computational concept, the focus is only on the “observable”
part of the world. Meta-physical as well as physical aspects that cannot be
measured by sensors are simply beyond its scope.

abstraction. This signifies the need to represent information at a much higher
level than sensor measurements or even their lower-level derivations.
Decision-makers typically focus on higher- (knowledge-) level abstractions
while ignoring the lower-level details.

actionable. The top-level descriptors and abstractions need to be chosen based
on the application domain, and the associated output state-space. Hence our
focus is on creating a representation (e.g., classification) that maps the lower-
level details into one concrete output decision descriptor. Hence, we are not
interested in any higher-level abstraction, but rather the specific one that
supports decision-making in the application considered.

As can be noticed, this definition operationalizes the reverberating threads
found across different definitions in literature, and computationally grounds them.

7.2.3 Problem of Situation Recognition
As highlighted by the definition, the essential problem of situation recognition is
that of obtaining actionable insights from observed spatio-temporal data. Just like
any effort at concept recognition, this problem can be split into phases: observing
data, extracting features, and detecting concepts from the observed features.

The unique nature of the situation recognition problem is reflected in the spatio-
temporal grounding of all data, as well as of the features defined.

7.2.4 Data
Let us represent the observed data at spatio-temporal coordinate st about any
particular theme θ as follows:

Dstθ = λ(θ , st), (7.1)

where:

s represents the spatial coordinate of the observation, i.e. , s ∈ �3 ,

t represents the temporal coordinate of the observation,
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θ represents the application-/sensor-specific properties that are observed at the
spatio-temporal coordinates, and λ is the mapping function from the real-
world characteristics to the observation space.

Aggregating over space and time, the data about any particular theme can be
referred to as DST θ , and combining over all observed themes, the data DST can be
represented as:

DST = {DST θ1
, DST θ2

, . . . , DST θk
}. (7.2)

7.2.5 Features
A spatio-temporal feature fST can be obtained via a function � applied on the
observed data:

fST =�(DST ). (7.3)

These features (e.g., growth rates, geographical epicenters, raw values) capture
different properties of the observed phenomena and are selected based on their
ability to discriminate between the classes of interest.

The combination of features yields a feature set FST represented as:

FST = {fST 1, fST 2, . . . , fST N}. (7.4)

7.2.6 Situations
Consequently, situations can be derived via a function � applied on the feature set.

cST =�(FST ). (7.5)

and cST ∈ C, where C is the situation universal set. It could be discrete classifica-
tions (the focus of this work) or values in a certain range. Here:

C = {c1, c2, . . . , cm}, (7.6)

where c1 through cm are the admissible classes of situation.
To summarize, cST is the final spatio-temporal situation selected from the

range of situations possible, obtained via function � applied on the observed
features, which in turn are obtained by applying a function � on the observed
spatio-temporal data.
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Thus the problem of situation recognition is to identify the right situation
classification for a given set of observations, i.e.,

� ◦� : DST → C , (7.7)

or alternatively:

c =�(�(DST )). (7.8)

The goal of the current discussion is to define a framework to tackle the situation
recognition problem, i.e., extract spatio-temporal features from the observed data,
and use them for situation classification. Note that in the current discussion we
will focus on two dimensions (latitudes and longitudes) for spatial coordinates,
i.e., s ∈ �2, and consider the observed values to be real numbers, i.e., Dstθ ∈ �.

7.3 A Framework for Situation Recognition
An important pathway to progress in the field of situation recognition is to create a
generic framework that allows for the creation of multiple situation-aware applica-
tions. Based on the analysis of multiple existing situation-aware applications (see
Singh and Jain [2016], Chapter 2, for details), here we discuss three design goals
for such a framework.

1. Expressive power

2. Lower the floor

(a) Reduced time to build

(b) Lower computer science (CS) expertise required

3. Raise the ceiling

(a) Better designed situation detectors

(b) Personalization options provided

The concepts “lower the floor” and “raise the ceiling” are inspired by Myers et al.
[2000].

Expressive power. Given the diversity observed in various applications, a frame-
work designed to recognize situations across them needs to be versatile. This im-
plies that the framework needs to focus on the commonalities, and also start with
aspects that are common across applications. The last-mile specific issues can be
left to the individual application designers where required.
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Lower the floor. The framework should resonate with the ideals of Carrier et al.
[2008] in that this “. . . new breed of applications, often developed by nonprofes-
sional programmers in an iterative and collaborative way, shortens the traditional
development process of edit, compile, test, and run. Situational applications are
seldom developed from scratch; rather, they are assembled from existing building
blocks.” To truly allow web-scale innovation, and cater to the “Long tail of (situ-
ation) applications” [Viedma 2010], the framework needs to make sure that the
situation detectors are easy to build and do not presume computer science (CS)
expertise. The user input needs to be a declarative specification of what. The pro-
cedural details of how need to be abstracted away wherever possible.

Raise the ceiling. The framework should not only support situation recognition but
also raise the quality of the detectors defined. We consider two different aspects of
this raising of the ceiling. First is the design process of the applications. The frame-
work should include design guidelines and wizards to ensure that the designers do
not fall into common early mistakes. This means that the complexities of operator
implementation or writing data wrappers should no longer be a factor in influ-
encing which affordances are provided by an app. Once the design process selects
certain modules, they should be available at minimal cost. Second is the ability
to support personalization. Traditional situation recognition and decision-making
has focused on single large-scale (e.g., over city, state, country) decision-making.
Today, we need tools to individually access each user’s inputs and combine these
with the surrounding situation for personalized decision-making.

7.3.1 Components Required for the Framework
In order to support the design goals discussed, three important components are
required for such a framework.

The building blocks. To increase the expressive power and to “lower the floor,” we
need to identify common building blocks that can be used to build a wide variety
of applications. The building blocks need to be built upon abstractions that are
commonly understood by all application developers, and are applicable across
different applications (e.g., space and time). In the presented framework, situation
recognition operators (see Section 7.3.2.5) provide such building blocks.

Modeling approach. To “lower the floor” the framework needs to provide a set of
guidelines so that a new application designer is not overwhelmed by the task at
hand. Building a system to handle the “Asthma Risk across U.S.” might appear to
be too vague and daunting for a new user. But with some guidance through the
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design process, a user can break a problem into modular, explicit, and computable
chunks. Equally importantly, the resulting guidelines can help “raise the ceiling.”
The framework addresses this aspect by defining a step-by-step process that breaks
down complex situation representations into smaller (easier to define) concepts
until they can be evaluated using a single data stream, using a single operator. See
Singh and Jain [2016] Chapter 5, for more details.

Rapid prototyping toolkit. The end goal of the framework is to build working ap-
plications for personal and societal good. Hence providing a toolkit (graphical or
API based), which allows the users to quickly translate the models into working
applications, will help “lower the floor.” On the other hand, an ability to rapidly re-
iterate and redefine the applications will help “raise the ceiling.” Further, an ability
to personalize the recognized situations and configure action alerts will help raise
the ceiling. EventShop (discussed in more detail in Section 7.4) is one such rapid
prototyping toolkit that has been developed to support the framework.

7.3.2 Situation Recognition Workflow
The process of moving from heterogeneous streams to situations involves 5 steps:

1. Stream selection

2. Data ingestion

3. Data unification

4. Aggregation

5. Situation evaluation

Relevant data streams are identified by the domain experts, based on which the
relevant wrappers ingest the data. A unified spatio-temporal format records the data
originating from any spatio-temporal coordinate using its numeric value. Aggregat-
ing such data results in two-dimensional data grids (called E-mages, described in
more detail later), which can be extended over time into E-mage streams. The sit-
uational descriptor is defined as a function of different spatio-temporal features
derived using operations applied on the E-mage streams.

7.3.2.1 Data stream selection
The situation models act as blueprints that identify the data streams and operators
required to recognize a situation. The data streams can originate from a person’s
mobile device, social network updates, stand-alone sensors, satellites, websites, or
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archived web data sources. Conceptually, as many different types of raw data as
may be relevant for situation recognition can be selected.

7.3.2.2 Data ingestion
The ingestion of data from different sources is based on wrappers that bring the
external data into the system. For computational purposes, all data streams are
normalized to numeric streams, but the underlying “raw” data is also maintained
while required by the application. Each data stream has a set of associated spatio-
temporal parameters that need to be configured.

7.3.2.3 Data unification
The heterogeneous data streams are unified based on focusing on the commonal-
ities across them. Each data stream is considered to be reporting certain thematic
observations from different spatio-temporal coordinates. Hence an STT or space,
time, theme (i.e., where-when-what) tuple is used to organize all types of data.

An STTPoint is represented as:

STTPoint = 〈latitude, longitude, timeStamp, theme, value〉 (7.9)

By extension, a flow of STTPoints becomes an STT stream.

7.3.2.4 Spatiotemporal aggregation
Spatial data can be naturally represented in the form of spatial grids with thematic
attributes. Values in STTPoints that are collected in a time window over an STT
stream can be combined and aggregated to form a two-dimensional data grid.
The data grid together with related STT information is called an E-mage. E-mages
capture the semantics and notion of a spatial neighborhood very elegantly, and
geographical joins [Hjaltason and Samet 1998] between data streams reduce to
simple overlaying of grids. An example of an E-mage is shown in Figure 7.3.

A flow of E-mages forms an E-mage stream, which serves as a first-class citizen,
i.e., a fundamental data structure in the framework.

These gridded representations of spatio-temporal data are very analogous to im-
ages, pixels, and videos, which have been studied by media processing researchers
for a long time. These analogies are relevant from multiple perspectives.

Visualization. The grid-like representation allows for intuitive visualization
and aids situation awareness for a human user. Humans are quite used to
seeing satellite image and geographical information systems (GIS) data on
similar interfaces.
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Figure 7.3 An E-mage showing user interest across the mainland U.S. in terms of the number of
tweets containing the term iPhone on 11th Jun 2009. (From Singh et al. [2010e])

Intuitive query and mental model. The correspondence of the human mental
model of spatio-temporal data with the query processing model makes it
easier for humans to pose queries, and understand the results.

Data analysis. Such a representation allows for exploitation of a rich repository
of media processing algorithms that can be used to obtain relevant situa-
tional information from this data. For example, well-developed processing
techniques (e.g., filtering, convolution, background subtraction) exist for ob-
taining relevant data characteristics in real time.

Efficiency. The pixel/image-based representation reduces the run-time pro-
cessing requirements from potentially millions of XML data feeds to a rec-
tangular grid representation of known size. This allows the run time query
process to work on just the E-mages (which can be directly stored in the main
memory due to much smaller size), rather than the entire raw data corpus.
The process of creating E-mages out of the raw data can be undertaken sep-
arately without affecting run-time performance.

Privacy preservation. Such an aggregation approach aids applications that
need to maintain individual user privacy. Spatio-temporal “binning” allows
the higher-level algorithms to work on the aggregate representations, with-
out focusing on individuals.

7.3.2.5 Situation evaluation
The situation at any location is characterized based on spatio-temporal descriptors
determined by applying appropriate operators on E-mage streams. We identify a
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Figure 7.4 Different operators for situation recognition. (Adapted from Singh and Jain [2016])

core set of operators for situation evaluation: Filter, Grouping, Aggregation, Spatio-
temporal Characterization, and Spatio-temporal Pattern Matching. These operators
are designed to be declarative to allow end users to describe their data needs
rather than procedurally handling the details of manipulating the data. The aim
of designing these operators is to retrieve relevant spatio-temporal-thematical data
(E-mages, E-mage streams, or their attributes) by describing their characteristics
[Ullman 1983].

An overview of the operators is shown in Figure 7.4.
While interested readers are referred to Singh and Jain [2016] for more formal

definitions of the operators, they are summarized as follows:

Filter (�). For selection of data based on space, time, theme, or value
parameters.
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Figure 7.5 Workflow for situation recognition. (From Singh et al. [2012])

Aggregate (⊕). To combine multiple E-mage streams based on mathematical
operators.

Classification (γ ). To segment the values into different categories (e.g., high,
mid, low).

Characterization [spatio-temporal] (@). To derive different spatio-temporal
attributes (e.g., epicenter, growth-rate, shape) of any E-mage stream.

Pattern Matching [spatio-temporal] (�). To compare data with known patterns
or historical spatio-temporal data.

Heterogeneous sensor streams can be combined to derive actionable situations
as shown in Figure 7.5. The unified STT format employed (level 1) records the
data originating from any spatio-temporal bounding box using its numeric value.
Aggregating such data results in two-dimensional data grids (level 2). At each level
the data can also be characterized for analytics. The situational descriptor (level 3)
is defined by the user (application expert) as a function of different spatio-temporal
characteristics.
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7.3.3 Responding to Situations
The evaluated situation information can be used for visualization, analysis, and
control actions. Spatio-temporally aligned situation data can be visualized on maps
and timelines, and reported as text. The outputs of different queries are either a
temporal stream of E-mages (which can be overlaid on maps), or STTPoints (which
can be shown on a map and a timeline), depending on the type of query.

The recognized situation can be personalized to each user by projecting out the
situation classification value for the user’s location and combining it with personal
parameters. The individual parameters can be personal data streams (e.g., activity
level) and action recommendations can be undertaken using approaches similar to
ECA (event-condition-action) [Montanari et al. 2007]. The spatio-temporal coordi-
nates associated with each data stream are used to direct users to the nearest loca-
tion satisfying certain conditions. A combination of macro-situations and personal
parameters can be used to configure different situation-action templates. Multiple
such templates can be registered to provide customized alerts to all recipients.

7.4 EventShop: A Toolkit for Situation Recognition
Based on this framework, we have developed a web-based platform called
EventShop [Singh and Jain 2016, Gao et al. 2012, Pongpaichet et al. 2013] (http:/
/auge.ics.uci.edu/eventshop/ 1) that provides an easy way for different users to
experiment with different data streams and recognize situations. This system oper-
ationalizes the various concepts promulgated in the framework. It provides an easy
way to test and refine situation models, and does so using the data representation
and operation algebra.

EventShop provides operators for data stream ingestion, visualization, integra-
tion, situation characterization, and sending out alerts. The system can be graphi-
cally configured to interactively recognize different situations and undertake corre-
sponding actions. It adopts a modular approach to make the system reconfigurable
for different applications “on the fly.” A simple graphical interface makes it accessi-
ble to non-technical users.2 Hence, for the first time it provides non-technical users
an opportunity to experiment with real-time data streams coming from all parts of

1. EventShop is an evolving open-source project. Source code for the current version is available
at http://github.com/Eventshop.

2. The intended users are application designers. They need not be computer-science experts, but
they are expected to have access to the application logic.

http://auge.ics.uci.edu/eventshop/
http://github.com/Eventshop
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the world and integrate them for diverse applications, thus making one concrete
step toward democratization of the process of situation-driven app-building.

EventShop includes a front-end user interface (UI) and a back-end stream pro-
cessing engine. EventShop draws inspiration from PhotoShop and provides an envi-
ronment that allows users to apply different filters and operators to experiment with
multiple layers of data until they are satisfied with the processing result. Just like
PhotoShop moved image processing from specialists to the common-person domain,
EventShop aims to make real-time data processing and action-taking capabilities
easy and available to all. EventShop is designed to allow its users to experiment with
data sources and formulate queries by combining a rich set of operators without
worrying about the underlying technical details.

A screenshot from EventShop is shown in Figure 7.6. The basic components are:

Data-source Panel. To register different data sources into the system.

Operators Panel. To show the different operators that can be applied to any of
the data streams.

Intermediate Query Panel. To display a textual representation of the interme-
diate query currently being composed by the user.

Registered Queries. To list completed queries registered with the system.

Results Panel. To show the output of the query (which can be presented on a
map or timeline, as a numeric value, or as combination of these).

7.4.1 System Design
EventShop provides a graphical interface that allows end users to register new
data stream sources and formulate queries by combining a rich set of built-in
operators. Users are also provided with a graphical user interface (GUI) tool that
allows them to send personalized alerts to relevant people. On the back-end, data
sources and queries requested from the front-end are stored into data source and
query databases. Based on the information of registered data sources, EventShop
continuously ingests spatio-temporal-thematic data streams and converts them to
E-mage streams. In the meantime, directed by the registered queries, EventShop
pulls E-mage streams from data ingestors into the query processor, which then
processes the E-mage streams in each of the instantiated query operators. Besides
being converted to E-mage streams, the raw data stream (e.g., tweet stream) is also
persisted into raw data storage. This raw data can be combined with situation query
results to define action conditions in the Personalized Alert Unit.
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Figure 7.6 Screenshot of EventShop system.

The front-end GUI of EventShop is implemented in JavaScript, and sends re-
quests to the back-end controller through a set of Ajax calls. The back-end con-
troller to respond to these requests is implemented using Java Servlets. The data
ingestor component is implemented in Java. The implementation of runtime oper-
ators makes use of the OpenCV package [Bradski and Kaehler 2008] and is written
in C++.

The system architecture is shown in Figure 7.7. There are four main compo-
nents: Data Ingestor, Query Processing Engine, Internal Storage, and Action Con-
trol. After a data source is registered, and parsed to the Data Ingestor, a new data
adapter is created to connect to the data source; it takes the raw spatio-temporal-
thematic data stream as input, and relies on an E-mage generator iteration to
convert the raw data stream into an E-mage stream. Specified by the users, raw
data streams and/or E-mage streams can be stored in the Internal Storage. After
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Figure 7.7 System architecture of EventShop.

registered data sources, the situation recognition model can be formed by apply-
ing different spatio-temporal operators on any of the data sources, and registered
via the Query Processing Engine. This situation model is represented as a rooted
query plan tree (logical operator tree) to show an ordered set of steps for access-
ing or processing E-mages. Nodes of a query plan tree are either Data Access Node
(DAN) or Operation Node (OpNode). Leaf nodes of a query plan tree are always DAN,
and internal nodes are OpNode. The root node of a query plan tree represents the
last operator in the plan applied to an E-mage. Edges between nodes represent the
E-mage stream flowing from a lower-level node to a higher-level node. Again, the
output situation streams may be stored for future use. Finally, Action Control al-
lows application developers or domain expert analysts to visualize the output via
the dashboard, and to provide a quick response to the end users.

7.4.2 Ingesting Heterogeneous Data
EventShop combines different data streams by focusing on the commonality be-
tween them. The fundamental data structure used for combining spatio-temporal
data is an STTPoint:
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STTPoint = 〈Latitude, Longitude, TimeStamp, Theme, Value〉.

As can be seen, an STTPoint can be defined out of very disparate data sources,
ranging from a traffic sensor (theme = road speed) to a twitter feed (e.g., theme
= allergy incidents). Values in STTPoints that are collected in a time window over
the STT stream can be combined and aggregated to form a two-dimensional data
grid. The data grid, together with related STT information, is called an E-mage,
represented as:

E-mage = 〈Bounding Box Coordinates, Latitude Resolution,

Longitude Resolution, Time Stamp, Theme, 2D Data Grid〉,

where the two-dimensional data grid captures the observed values at each cell and
the supporting meta-data uniquely maps those values from the grid representa-
tion to the real-world spatio-temporal coordinates. Examples of multiple E-mages
(overlaid onto a map) can be seen in Figure7.8. The use of a grid is based on the
understanding that grids are the fundamental data structure used by humans to
understand and analyze spatial data (e.g., maps, satellite images).

Data ingestion from different sources is undertaken using wrappers, which
translate the external data into E-mage streams. The types of data streams sup-
ported in the system will evolve as it is used for diverse applications. For computa-
tional purposes, all data streams are normalized to numeric streams. Each of the
data streams has a set of associated spatio-temporal parameters, which need to
be configured. EventShop assumes that the application designers will identify the
data sources that match the quality and relevance requirements of their applica-
tions. The following wrappers are currently available in EventShop to support data
ingestion from a variety of data sources and formats:

External systems APIs. For example, Twitter streams, Flickr streams, Event-
Warehouse streams developed by NICT (Japan)

Web geo-images. For example, air pollution level map of U.S. from www.epa
.gov, and satellite images

Web structured data. From valid URL (in KML or specified CSV format)

Mobile phone sensors. Using “Funf-in-a-box,” http://funf.media.mit.edu/

Archived data. From MySQL and MongoDB database

7.4.2.1 Situation Recognition Operators
EventShop offers an implementation of the five basic situation recognition op-
erators described in Section 7.3.2.5: Filter, Grouping, Aggregation, Spatio-temporal

http://funf.media.mit.edu/
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Characterization, and Spatio-temporal Pattern Matching. It also supports two addi-
tional operators:

Conversion. To convert data at different granularity into a desired granularity
over space-time dimensions (e.g., convert coarse granularity E-mage to fine
granularity using equal split method).

Interpolation. To handle sparse data points, this operator allow users to inter-
polate unknown data using nearby values.

These operators are designed to be declarative rather than procedural [10];
i.e., this algebra is designed to retrieve relevant spatio-temporal data (E-mages, E-
mage streams, or their attributes) by describing their characteristics, rather than
manipulating them directly. Lastly, each of these operator types also has a set of
configurable parameters that define the exact output (e.g., “Aggregate” can be used
to subtract, sum, multiply, XOR, or convolve two streams; “Characterization” can
be used to obtain epicenter, growth-rate, velocity, and so on).

7.4.2.2 Visualization of the Data and the Results
Users can click on any of the data sources to visualize them overlaid on the map and
configure them based on application needs. Similarly, users can see the results of
various queries in the results panel. Based on the type of query, results are shown
on a map, timeline, a numeric textbox, or a combination of those. To support easier
visualization, any visualized E-mage (in gray-scale) is scaled to the browser-friendly
range of 0 to 255, and the results of the Classification operation are color-coded
(e.g., Red, Green, Yellow) to illustrate different categories.

7.4.2.3 Personalization and Alerts
Personalized situations are detected by combining the detected macro situation
at the user’s location with her personal parameters. The detected personalized
situations can be used to trigger different alerts. EventShop works on E-C-A (event-
condition-action) [Montanari et al. 2007] templates where users with certain per-
sonal conditions located in an area with a prescribed situation can be directed to
the nearest location with desired conditions via alert messages. Multiple such E-
C-A templates are registered with the system to provide customized alerts to all
recipients.

7.5 Building Situation-Aware Applications Using EventShop
EventShop and the associated situation recognition framework has so far been used
for applications like hurricane detection and mitigation, identifying weather pat-
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terns (e.g., fall colors in New England), showing influence patterns for different
political figures, identifying demand hot-spots for business products, displaying
allergy risk and recommendations, detecting flu outbreaks and wildfires, evaluat-
ing Global Warming Index, Quality of Living Index, and flood mitigation [Singh
et al. 2010e, Singh et al. 2012, Gao 2012, Singh and Jain 2016]. Here, we expand on
the basics of the example in Section 7.1, to illustrate the specific process of creating
one representative application using the framework.

7.5.1 Asthma/Allergy Risk Recommendation
Asthma affects more than 300 million people worldwide. Here we discuss the
creation of an actual app to detect the asthma/allergy risk level across the U.S.,
and advise the highly vulnerable people to stay indoors, while prompting those in
healthy environments to go out jogging. On an experimental basis, this time we
define the asthma/allergy risk for an environment based on the pollen count, air
quality, and the number of asthma reports on social media (human sensors) in
the neighborhood. For this, one may use the data source panel of EventShop and
configure the parameters <Theme, Resource Location, Type, Time Window, Time
Synchronization Point, Spatial Bounding Box, Spatial Resolution> for the three
sources as follows:

1. 〈Pollen Count, http://pollen.com/images/usa_map.gif, Geo Image Stream,
1 day, 0 ms, USA, 0.1 Lat x 0.1 Long〉

2. 〈Air Quality, http://airnow.gov, Geo Image Stream, 1 day, 0 ms, USA, 0.1 Lat
x 0.1 Long〉

3. 〈Asthma Tweets, (Twitter Search API URL), Text Stream, 6 hours, 0 ms, USA,
0.1 Lat x 0.1 Long〉

As shown in Figure 7.8, these operators can normalize the stream values to the same
range, aggregate them using a “sum” function, and classify the output into three
levels representing high, mid, and low level of asthma/allergy risk. Working on real-
time data, this query will show different results based on the incoming data at that
time. Thus without coding or expert-level experience, one may start observing an
experimental real-time Asthma/Allergy Risk Level map across the whole of the U.S.
One may use this visualization for drawing insights from it, or choose to quickly
modify this to experiment with other data streams. One may also extend it to
support personalized alerts. For example, there are multiple ongoing efforts to
support easy capture and analysis of real-time, personal data streams. Funf-in-a-box
(http://funf.media.mit.edu/) allows users to create mobile sensing apps without any
programming. We have built one such mobile app called RelaxMinder and placed

http://pollen.com/images/usa_map.gif
http://airnow.gov
http://funf.media.mit.edu/
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Figure 7.8 Creating Asthma/Allergy Risk Level maps by combining different data streams in
EventShop.

it on the Android marketplace. Multiple interested users have installed the app,
and this provides a stream of their physical activity levels and geo-coordinates. An
interested user can configure this data source in the source panel with the following
parameters:

4. 〈Personal Activity Level, (Secure RelaxMinder Stream URL), Text Stream,
6 hours, 0 ms, USA, 0.1 Lat x 0.1 Long〉

Now the personalization alert unit can be configured with rules, which combine
the (already detected) macro situation with the personal activity level values to send
out personalized alerts as tweets to registered users (e.g., IF personal activity level
< 70% AND Risk Level >= 2, THEN ‘Stay Indoors’).

The pilot run for the asthma/allergy mitigation application involved installation
and usage by seven users who were explicitly contacted by the research group.
Based on the feedback by these users, a UCIAsthma Android application has been
developed and released on the Android market.

While here we limit the discussion to the creation of one situation-aware appli-
cation, the same situation-recognition framework has also been applied to multi-
ple applications including wildfire recognition, flu monitoring and alerting, busi-
ness decision-making, flood alerts, seasonal characteristics analysis, and hurricane
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monitoring [Gao et al. 2012, Singh and Jain 2009b, Singh et al. 2009a, 2010b, 2010c,
2010d, 2010e, 2012]. The ability of the framework to support creation of diverse
situation-aware applications, each with sophisticated situation-recognition mod-
els, while still needing minimal CS expertise from the app developers, suggests
that the framework has made a useful stride toward its goal of “lowering the floor”
and “raising the ceiling.” Interested readers are referred to Singh and Jain [2016],
Chapter 9, for a more detailed discussion.

7.6 Open Challenges and Opportunities
While the presented line of work has made some early inroads into understanding
and building situation aware applications, these efforts still mark early days in
this research direction. Multiple research challenges remain, and for those, the
multimedia research community is ideally suited to contribute.

7.6.1 Challenge 1: Handling Missing and Uncertain Data
Data remains the underlying foundation on which situation-aware systems need
to be designed. Incoming data streams in such applications may have associated
uncertainty with them, which, if ignored, can lead to imprecise or invalid conclu-
sions. The data structures also need to support data representation with uncertainty
and define relevant spatio-temporal operations. Researchers in the statistics, pat-
tern recognition, machine learning, and multimedia research communities often
represent uncertain data as vectors. Univariate and multivariate distributions have
been defined to model different types of uncertainties. In many applications, ow-
ing to the central limit theorem [Kallenberg 2006], a Gaussian distribution is a
reasonable distribution to model uncertainties like measurement errors or spatio-
temporal correlations in data. Operations like sampling, evaluation, conditioning,
and marginalization have been well defined for Gaussian distributions. Similarly,
matrix transforms on multivariate Gaussians have well-defined analytical forms.

One approach could be to bring these well-established concepts from the field
of pattern recognition and adapt them in a spatio-temporal data processing frame-
work. For example, one could define a distribution E-mage or dE-mage to represent
a spatio-temporal Gaussian distribution. The dE-mage uses an E-mage to represent
the mean of the Gaussian, and a positive-definite symmetric matrix to represent the
covariance structure. Linear spatio-temporal operations like sum, mean, weighted
mean, etc. can be expressed as matrix transformations on the underlying multivari-
ate Gaussian distribution [Harville 1998]. Recent efforts like Wang and Kankanhalli
[2015], and Wang et al. [2016d] discuss the probabilistic representation of E-mages
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to handle uncertainty in the data streams. Similarly, to handle missing data, dif-
ferent spatio-temporal interpolation techniques need to be explored. Tang et al.
[2015] describes one early effort in this direction.

7.6.2 Challenge 2: Supporting Evolving Situation Estimation
While the current situation recognition framework focuses on recognizing cur-
rent situations, an ability to estimate future situations has applications in mul-
tiple domains. There are several well-established models for prediction including
Auto-Regressive, Moving Average, and their derivatives. Models rich in capturing
semantics of space are usually found to be better than models that do not account
for correlations between nearby spatial measurements [Shekhar et al. 2002]. Space-
Time ARIMA (STARIMA) models have been found to be effective at capturing spatial
correlations as well as being economical in the number of parameters to be learned,
as compared to fully descriptive models like Vector ARMA (VARMA) [Kamarianakis
and Prastacos 2003]. Progress toward defining situation-aware systems would re-
quire support for spatio-temporally varying situations. This requires: (1) modeling
the spatio-temporal data using a unified format, and (2) use of composite spatio-
temporal representations for prediction. Past work has shown the successful use
of grids (e.g., E-mages and adjacency matrices) for representing spatio-temporal
phenomena. Similarly, while the Kalman filtering approach is often used for linear
systems, a semantic version (cognizant of space and time) is required for supporting
evolving situations in the emerging context.

7.6.3 Challenge 3: Modeling Individual Behavior for Personalized
Situation Recommendations
Multiple sensing platforms (e.g., Funf) focus on obtaining and providing a variety
of low-level multimodal signals (e.g., accelerometer, temperature, location) that
can be used to model the individual. Such modeling can capture spatio-temporal
coordinates and current exertion level, but also higher-level personal descriptors
including personality traits [de Montjoye et al. 2014b], propensities to trust others
[Shmueli et al. 2014], tendency to cooperate [Singh and Agarwal 2016], and so on.
Creation of these higher-level inferences requires a translation of the low-level sen-
sor data into higher-level events, concepts, and behavioral patterns (e.g., daily walk,
exertion level, affect). Identifying such behavior allows the application designers to
deal with higher-/ more semantic–level constructs to define the application logic,
and also aids privacy by allowing the end user to provide generalized information
rather than precise raw signal values (e.g., sharing that the user walked a mile,
rather than the precise geo-coordinate trajectory).
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Techniques in literature have studied both the abstraction of the sensors and the
behaviors. For example, virtual sensors can be defined on a middleware platform,
which combines values coming from multiple sensors via rule-based descriptions
[Girolami et al. 2008, Gellersen et al. 2002]. Human behavior can also be abstracted
by considering it to include certain patterns [Magnusson 2000, Gonzalez et al.
2008], which can be identified via techniques like EigenBehaviors [Eagle and Pent-
land 2006], semi-latent topic models [Wang and Mori 2009], or state-transition
models [Isoda et al. 2004]. The earlier work on EigenBehaviors [Eagle and Pentland
2006] has shown that human mobility behavior can be defined on the basis of a few
principal behavioral components. Further, just a subset of them is enough to derive
higher-level concepts like organizational affiliation. Future efforts in multimedia
research need to expand on such approaches to cater to all kinds of quantifiable
behaviors and consider the real-time requirements of situation-aware systems.

7.6.4 Challenge 4: Multimodal Interfaces for Persuading User Action
Existing efforts have focused on either detecting evolving situations or indepen-
dently on understanding human behavior. There has been relatively little work that
combines the strengths of the two well-developed fields for persuading humans to
take actions and change behaviors based on an accurate understanding of the user,
her social network, and the evolving situation. This is important for multiple prac-
tical applications. For example (as illustrated earlier), a user with allergies could be
nudged to exercise on a pollen-free day. Similarly, such a system could detect when
a person is about to relapse and start smoking again and alert a roommate to talk
to the person and create social interventions [Singh et al. 2014]. Similarly, such a
system could play the (recorded audio) health advice from one’s daughter when one
is about to order fast food, or advise one to call their parent who has been detected
to be lonely. All of these scenarios require a multimodal understanding of the user,
her situation, and her social network. There is currently a dearth of such systems
that can traverse multiple channels, multiple modalities, and multiple disciplines
to build human-centric solutions. With the growth of multimodal content in social
networks and the ease of access to devices that can both capture and present mul-
timodal information, we would expect multimodal interfaces to play a significant
role in supporting persuasion and behavior change.

The photograph, in particular, has long been perceived to have a special power
of persuasion, grounded both in the lifelike quality of its representation and in its
claim to mechanical objectivity [Barthes 1981]. Photos grab attention and evoke di-
rect emotional response [Messaris 1996]. Similarly, music and lighting are known
to cause a change in consumer behavior [Gorn 1982]. With the growth in virtual
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reality, augmented reality, projection, display, and multi-sensory systems, it is only
to be expected that these modalities will be used to create compelling and persua-
sive narratives for users and encourage them to undertake behaviors identified by
situation-aware systems. Several early examples of these approaches are already
in practice. For example, Fortmann et al. [2016] have defined CubeLendar, which
aims to notify users about calendar events via light and represent potential situ-
ations for spontaneous communication with remote co-workers. Similarly, El Ali
et al. [2016] give users of e-cigarettes color-coded feedback to encourage behavior
change. Lastly, Matviienko et al. [2016] have suggested the use of ambient light
displays for turn-by-turn navigation in cars. However, there remain many more
opportunities for multimedia community to design and develop compelling multi-
sensory experiences for persuasion and behavior change.

7.6.5 Challenge 5: Privacy and Ethical Issues
When designing societal-scale cyber-physical systems, it is important that we re-
member that systems are designed for human benefit (and not the other way
around). This implies that users’ control of their personal data and right to pri-
vacy are of critical importance. Many such issues become even more complicated
with the growth of multi-sensory, multimodal social data. For example, does the
leakage of one’s siblings’ pictures (or genomic data) count as a privacy loss for a
person? Similarly, the implications of geo-temporally inscribed data and its long-
term release are only partially understood (e.g., De Montjoye et al. [2015], Nouh et al.
[2014]). Some of the early efforts in this direction include projects like OpenPDS
and Data Box [de Montjoye et al. 2014a, Haddadi et al. 2015]. Similarly, recent ef-
forts have tried to automatically infer users’ privacy needs based on their phone-use
behavior [Ghosh and Singh 2016]. However, the role of multimodal data, its fusion
to derive newer meaning, and its implications are not fully understood as yet.

Besides these, there remain multiple other challenges including the issues of
scalability, battery life, user interaction design, societal-scale optimization, and in-
centive mechanisms, but we leave them outside the scope of the current discussion.
In summary, there exist multiple challenges and opportunities toward designing
generic frameworks that support situation-aware computing.

7.7 Conclusion
Situation recognition is an important technical and societal problem with relevance
to the multimedia research community. This chapter has summarized a line of
work aimed at developing situation-based applications. However, as highlighted
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in the previous section, there remain multiple open challenges needing a strong
concerted community effort to really advance the field of multimodal situation
recognition.

There have been multiple recent efforts in the community to spread awareness
on the topic and also synergize the efforts aimed at handling different challenges
identified. For example, a preliminary roadmap to connect personal data streams
to aggregated (situational) multimodal streams was discussed in a workshop on
“personal data meets distributed multimedia” at the 2013 ACM Multimedia Con-
ference [Singh et al. 2013]. Similarly, there have been multiple recent tutorials on
the topic of situation recognition organized at ACM Multimedia and ACM Multi-
media Information Retrieval Conferences (e.g., Singh et al. [2016]).

While each of these marks a step toward concerted efforts in developing the
field of multimedia situation recognition, there is a lot more that the field can
gain from the wider expertise of multimedia researchers to create human-centric
solutions. The multimedia research community is a melting pot of researchers
with such varied expertise concept detection, information processing, social media
analysis, system design, and human-computer interaction, and their collective
wisdom is essential to making strong progress in the field of multimedia situation
recognition.

The growth in this field could generate effective mechanisms to detect situations
use multimodal data and then using mechanisms to persuade humans in the loop
into taking the right actions at the right time. Ultimately, such an ability to build
situation-aware human-in-the-loop systems could be pivotal in helping improve
human lives in fields ranging from healthcare to traffic to urban planning and civic
engagement.
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This chapter provides an accessible introduction for point processes, and especially
Hawkes processes, for modeling discrete, inter-dependent events over continuous
time. We start by reviewing the definitions and key concepts in point processes.
We then introduce the Hawkes process and its event intensity function, as well
as schemes for event simulation and parameter estimation. We also describe a
practical example drawn from social media data—we show how to model retweet
cascades using a Hawkes self-exciting process. We present a design of the memory
kernel, and results on estimating parameters and predicting popularity. The code
and sample event data are available in an online repository.

8.1 Introduction
Point processes are collections of random points falling in some space, such as time
and location. Point processes provide the statistical language to describe the timing
and properties of events. Problems that fit this setting span a range of application
domains. In finance, an event can represent a buy or a sell transaction on the
stock market that influences future prices and volumes of such transactions. In
geophysics, an event can be an earthquake that is indicative of the likelihood of
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Video Title: BFFs: Battlefield Friends—Recon C4
Channel : Happy Hour
Category: Gaming
http://www.youtube.com/watch?v=---U8lzusKE

Figure 8.1 A point process, showing tweets about a gaming video (http://www.youtube.com
/watch?v=---U8lzusKE) on YouTube. The first 10 events are shown. They correspond
to the first 10 tweets in the diffusion, the time stamps of which are indicated by dashed
vertical lines. An event with a hollow tip denotes a retweet of a previous tweet.

another earthquake in the vicinity in the immediate future. In ecology, event data
consist of a set of point locations where a species has been observed. In the analysis
of online social media, events can be user actions over time, each of which have a
set of properties such as user influence, topic of interest, and connectivity of the
surrounding network.

Figure 8.1 depicts an example point process: a retweet cascade about a Gaming
YouTube video (YouTubeID ---U8lzusKE). Here each tweet is an event that happens
at a certain point in continuous time. Three of the events shown in Figure 8.1 are
depicted using hollow tips—they are retweets of a previous tweet, or the act of one
user re-sharing the content from another user. We explicitly observe information
diffusion via retweets; however, there are other diffusion mechanisms that are
not easily observed. These include offline word-of-mouth diffusion, or information
propagating in emails and other online platforms. One way for modeling the overall
information diffusion process is to use so-called self-exciting processes—in this type
of processes the probability of seeing a new event increases due to previous events.
Point-process models are useful for answering a range of different questions. These
include explaining the nature of the underlying process, simulating future events,
and predicting the likelihood and volume of future events.

In Section 8.2, we first review the basic concepts and properties of point pro-
cesses in general, and of Poisson processes. These provide foundations for defining
the Hawkes process. In Section 8.3, we introduce the Hawkes process—including
expressions of the event rate and the underlying branching structure. Section 8.4
describes two procedures for sampling from a Hawkes process. One uses thinning,
or rejection sampling, while the other makes use of a novel variable decomposi-

http://www.youtube.com/watch?v={-}{-}{-}U8lzusKE
http://www.youtube.com/watch?v={-}{-}{-}U8lzusKE
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tion. Section 8.5 derives the likelihood of a Hawkes process and describes a max-
imum likelihood estimation procedure for its parameters, given observed event
sequence(s). In the last section of this chapter we present an example of estimat-
ing Hawkes processes from a retweet event sequence. We introduce the data, the
problem formulation, the fitting results, and interpretations of the model. We
include code snippets for this example in Section 8.6.5; the accompanying soft-
ware and data are included in an online repository (https://github.com/s-mishra/
featuredriven-hawkes).

This chapter aims to provide a self-contained introduction to the fundamental
concepts and methods for self-exciting point-processes, with a particular emphasis
on the Hawkes process. The goal is for the readers to be able to understand the key
mathematical and computational constructs of a point process, formulate their
problems in the language of point processes, and use point process in domains
including but not limited to modeling events in social media. The study of point
processes has a long history, with discussions of the Hawkes process dating back
at least to the early 1970s [Hawkes 1971]. Despite the richness of existing literature,
we found through our own recent experience in learning and applying Hawkes
processes that a self-contained tutorial centered around problem formulation and
applications is still missing. This chapter aims at filling this gap, providing the
foundations as well as an example of point processes for social media. Its intended
audiences are aspiring researchers and beginning PhD students, as well as any
technical readers with a special interest in point processes and their practical
applications. For in-depth reading, we refer the readers to overview papers and
books [Daley and Vere-Jones 2003, Toke 2011] on Hawkes processes. We note that
this chapter does not cover other important variants used in the multimedia area,
such as self-inhibiting processes [Yang et al. 2015], or non-causal processes (in time
or space), such as the Markov point processes [Pham et al. 2016].

8.2 Preliminary: Poisson Processes
In this section, we introduce the fundamentals of point processes and their sim-
plest subclass, the Poisson process. These serve as the foundation on which we
build, in later sections, the more complex processes, such as the Hawkes point
process.

8.2.1 Defining a Point Process
A point process on the nonnegative real line, where the nonnegative line is taken to
represent time, is a random process whose realizations consist of the event times
T1, T2, . . . of event times falling along the line. Ti can usually be interpreted as the
time of occurrence of the i-th event, and T are often referred to as event times.
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The equivalent counting process. A counting process Nt is a random function de-
fined on time t ≥ 0, and takes integer values 1, 2, . . .. Its value is the number of
events of the point process by time t . Therefore it is uniquely determined by a se-
quence of non-negative random variables Ti, satisfying Ti < Ti+1 if Ti ≤∞. In other
words, Nt counts the number of events up to time t , i.e.,

Nt :=
∑
i≥1

11{t≥Ti}. (8.1)

Here 11{.} is the indicator function that takes value 1 when the condition is true, and
0 otherwise. We can see that N0 = 0. Nt is piecewise constant and has jump size of
1 at the event times Ti. It is easy to see that the set of event times T1, T2, . . . and the
corresponding counting process are equivalent representations of the underlying
point process.

8.2.2 Poisson Processes: Definition
The simplest class of point process is the Poisson process.

Definition 8.1 (Poisson process.) Let (τi)i≥1 be a sequence of i.i.d. exponential random variables
with parameter λ and event times Tn =

∑n
i=1 τi. The process (Nt , t ≥ 0) defined by

Nt :=∑i≥1 11{t≥Ti} is called a Poisson process with intensity λ.

Event intensity λ. The sequence of τj are called the inter-arrival times, i.e., the first
event occurs at time τ1, the second occurs at τ2 after the first, etc. The inter-arrival
times τi are independent, and each of them follows an exponential distribution
with parameter λ. Here, the notation fτ(t) denotes the probability density function
of random variable τ taking values denoted by t .

fτ(t)=
{

λe−λt , if t ≥ 0

0, if t < 0.
(8.2)

Here λ > 0 is a positive constant. The expected value of τi can be computed in
closed form, as follows:

Eτ [τ ]=
∫ ∞

0
tfτ (t)dt = λ

∫ ∞

0
te−λtdt =

[
−te−λt

]t=+∞
t=0

+
∫ ∞

0
e−λtdt

= 0 −
[

1
λ

e−λt

]t=∞

t=0
= 1

λ
. (8.3)

Intuitively, events are arriving at an average rate of λ per unit time, since the ex-
pected time between event times is λ−1. Hence we say, informally, that the Poisson
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process has intensity λ. In general, the event intensity needs not be constant, but
is a function of time, written as λ(t). This general case is called a non-homogeneous
Poisson process, and will be discussed in Section 8.2.4.

Arrival times and counting process. The arrival times, or the event times, are
given by:

Tn =
n∑

j=1

τj , (8.4)

where Tn is the time of the n-th arrival. The event times T1, T2, . . . form a random
configuration of points on the real line [0, ∞) and Nt counts the number of such
ons in the interval [0, t]. Consequently, Nt increments by one for each Ti. This can
be explicitly written as follows.

Nt =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if 0 ≤ t < T1

1, if T1 ≤ t < T2

2, if T2 ≤ t < T3
...

n, if Tn ≤ t < Tn+1,
...

(8.5)

We observe that Nt is defined so that it is right continuous with left limits. The left
limit Nt− = lims↑t Ns exists and Nt+ = lims↓t Ns exists and is taken to be Nt .

8.2.3 The Memorylessness Property of Poisson Processes
Being memoryless in a point process means that the distribution of future inter-
arrival times depends only on relevant information about the current time, but not
on information from further in the past. We show that this is the case for Poisson
processes.

We compute the probability of observing an inter-arrival time τ longer than a
predefined time length t . Fτ is the cumulative distribution function of the random
variable τ , which is defined as Fτ(t) := P{τ ≤ t}. We have

Fτ(t) := P(τ ≤ t)=
∫ t

0
λe−λxdx =

[
−eλx

]x=t

x=0
= 1− e−λt , t ≥ 0, (8.6)

and hence the probability of observing an event at time τ > t is given by

P(τ > t)= e−λt , t ≥ 0. (8.7)
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Suppose we were waiting for an arrival of an event, say a tweet, the inter-arrival
times of which follow an exponential distribution with parameter λ. Assume that
m time units have elapsed and during this period no events have arrived, i.e., there
are no events during the time interval [0, m]. The probability that we will have to
wait a further t time units is given by

P(τ > t +m|τ > m)= P(τ > t +m, τ > m)

P(τ > m)

= P(τ > t +m)

P(τ > m)
= e−λ(t+m)

e−λm
= e−λt = P(τ > t). (8.8)

In this derivation, we first expand the conditional probability using Bayes’ rule. The
next step follows from the fact that τ > m always holds when τ > t +m. The last step
follows from Equation (8.7).

Equation (8.8) denotes the memorylessness property of Poisson processes. That
is, the probability of having to wait an additional t time units after already having
waited m time units is the same as the probability of having to wait t time units when
starting at time 0. Putting it differently, if one interprets τ as the time of arrival of an
event where τ follows an exponential distribution, the distribution of τ −m given
τ > m is the same as the distribution of τ itself.

8.2.4 Non-homogeneous Poisson Processes
In Poisson processes, events arrive randomly with the constant intensity λ. This
initial model is sufficient for describing simple processes, say the arrival of cars on
a street over a short period of time. However, we need to be able to vary the event
intensity with time in order to describe more complex processes, such as simulating
the arrivals of cars during rush hours and off-peak times. In a non-homogeneous
Poisson process, the rate of event arrivals is a function of time, i.e., λ= λ(t).

Definition 8.2 A point process {Nt}t>0 can be completely characterized by its conditional intensity
function, defined as

λ(t |Ht )= lim
h→0

P{Nt+h −Nt = 1|Ht}
h

(8.9)

where Ht is the history of the process up to time t , containing the list of event times
{T1, T2, . . . , TNt

}.
In the rest of this chapter, we use the shorthand notation λ(t)=: λ(t |Ht ), always

assuming an implicit history before time t . The above definition gives the intensity
view of a point process, equivalent with the two previously defined views with event
times and the counting process. In other words, the event intensity λ(t) determines
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the distribution of event times, which in turn determine the counting process.
Formally, λ(t) and Nt are related through the probability of an event in a small
time interval h:

P(Nt+h = n+m |Nt = n)= λ(t)h+ o(h) if m= 1

P(Nt+h = n+m |Nt = n)= o(h) if m > 1

P(Nt+h = n+m |Nt = n)= 1− λ(t)h+ o(h) if m= 0,

(8.10)

where o(h) is a function so that limh↓0
o(h)
h

= 0. In other words, the probability of
observing an event during the infinitesimal interval of time t and t + h when h ↓ 0
is λ(t)h. The probability of observing more than one event during the same interval
is negligible.

8.3 Hawkes Processes
In the models described in the previous section, the events arrive independently,
either at a constant rate (for the Poisson process) or governed by an intensity
function (for the non-homogeneous Poisson). However, for some applications, it
is known that the arrival of an event increases the likelihood of observing events
in the near future. This is the case of earthquake aftershocks when modeling
seismicity, or that of user interactions when modeling preferential attachment in
social networks. In this section, we introduce a class of processes in which the event
arrival rate explicitly depends on past events—i.e., self-exciting processes—and we
further detail the most well-known self-exciting process, the Hawkes process.

8.3.1 Self-exciting Processes
A self-exciting process is a point process in which the arrival of an event causes
the conditional intensity function to increase. A well-known self-exciting process
was proposed by Hawkes [1971], and it is based on a counting process in which
the intensity function depends explicitly on all previously occurring events. The
Hawkes process is defined as follows:

Definition 8.3 (Hawkes process) Let {Nt}t>0 be a counting process with associated history Ht , t ≥ 0.
The point process is defined by the event intensity function λ(t) with respect to
Equation (8.10) (the intensity view of a non-homogeneous Poisson process). The
point process is said to be a Hawkes process if the conditional intensity function
λ(t |Ht ) takes the form:

λ(t |Ht )= λ0(t)+
∑

i:t>Ti

φ(t − Ti), (8.11)
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where Ti < t are all the event times having occurred before current time t , and which
contribute to the event intensity at time t . λ0(t) : R �→ R+ is a deterministic base
intensity function, and φ : R �→ R+ is called the memory kernel—both of which
are further detailed in the next section. We observe that the Hawkes process is a
particular case of a non-homogeneous Poisson process, in which the intensity is
stochastic and explicitly depends on previous events through the kernel function
φ(.).

8.3.2 The Intensity Function
The quantity λ0(t) > 0 is the base (or background) intensity, describing the arrival
of events triggered by external sources. These events are also known as exogenous or
immigrant events, and their arrival is independent of the previous events within the
process. The self-exciting flavor of the Hawkes process arises through the summa-
tion term in Equation (8.11), where the kernel φ(t − Ti) modulates the change that
an event at time Ti has on the intensity function at time t . Typically, the function
φ(.) is taken to be monotonically decreasing so that more recent events have higher
influence on the current event intensity, compared to events having occurred fur-
ther away in time. Figure 8.2(a) shows an example realization of a Hawkes process:
nine events are observed, at times T1, T2, . . . , T9, and their corresponding inter-
arrival times τ1, τ2, . . . , τ9. Fig 8.2(b) shows the corresponding counting process
Nt over time, which increases by one unit for each Ti as defined in Equation (8.5).
Figure 8.2(c) shows the intensity function λ(t) over time. Visibly, the value of the
intensity function increases suddenly, immediately at the occurrence of an event
Ti, and diminishes as time passes and the effect of the given event Ti decays.

Choice of the kernel φ. The kernel function φ(.) does not have to be monotonically
decreasing. However, in this chapter we restrict the discussion to the decreasing
families of functions, given that it is natural to see the influence of an event decay
over time, as shown in Section 8.6. A popular decay function is the exponential
function [Hawkes 1971], taking the following form:

φ(x)= αe−δx , (8.12)

where α ≥ 0, δ > 0, and α < δ. Another kernel that is widely used in the literature is
the power-law kernel:

φ(x)= α

(x + δ)η+1
, (8.13)

where α ≥ 0, δ , η > 0, and α < ηδη. This kernel is commonly used within the seis-
mology literature [Ozaki 1979] and in the social media literature [Rizoiu et al. 2017].
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Figure 8.2 Hawkes process with an exponential decay kernel. (a) The first nine event times are
shown. Ti represent event times, while τi represent inter-arrival times. (b) Counting
process over time. Nt increases by one unit at each event time Ti. (c) Intensity function
over time. Note how each event provokes a jump, followed by an exponential decay.
Later decays unfold on top of the tail of earlier decays, resulting in apparently different
decay rates. (d) The latent or unobserved branching structure of the Hawkes process.
Every circle represents one event having occurred at Ti; the arrows represent the root-
offspring relation. Geni specifies the generation of the event, with i = 0 for immigrants
or i > 0 for the offspring. Zij are random variables, such that Zi0 = 1 if event i is an
immigrant, and Zij = 1 if event i is an offspring of event j .
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The exponential kernel defined by Equation 8.12 is typically the popular choice of
kernel with Hawkes processes [Embrechts et al. 2011], unless demanded other-
wise by the phenomena modeled using the self-exciting process (for example, we
use a power-law kernel for modeling information diffusion in social media, in Sec-
tion 8.6).

Other self-exciting point processes. These have been proposed, which follow the
canonical specification given in Equation (8.11) and which extend the initial self-
exciting process proposed by Hawkes [1971]. We do not cover these processes in this
chapter; however, we advise the reader of Hawkes extensions such as the non-linear
Hawkes processes [Brémaud and Massoulié 1996, Daley and Vere-Jones 2003], the
general space time self-exciting point process [Veen and Schoenberg 2008, Ogata
1988], processes with exponential base event intensity [Dassios and Zhao 2011], or
self-inhibiting processes [Yang et al. 2015].

8.3.3 The Branching Structure
Another equivalent view of the Hawkes process refers to the Poisson cluster process
interpretation [Hawkes and Oakes 1974], which separates the events in a Hawkes
process into two categories: immigrants and offspring. The offspring events are
triggered by existing (previous) events in the process, while the immigrants arrive
independently and thus do not have an existing parent event. The offspring are
said to be structured into clusters, associated with each immigrant event. This
is called the branching structure. In the rest of this section, we further detail the
branching structure and we compute two quantities: the branching factor—the
expected number of events directly triggered by a given event in a Hawkes process—
and the estimated total number of events in a cluster of offspring. As shown in
Section 8.6, both of these quantities become very important when the Hawkes
processes are applied to practical domains, such as online social media.

An example branching structure. We consider the case immigrant events follow a
homogeneous Poisson process with base intensity λ0(t), while offspring are gen-
erated through the self-excitement, governed by the summation term in Equa-
tion (8.32). Figure 8.2(d) illustrates the branching structure of the nine event times
of the example Hawkes process discussed earlier. Event times Ti are denoted by cir-
cles and the “parent-offspring” relations between the events are shown by arrows.
We introduce the random variables Zij , where Zi0 = 1 if event i is an immigrant, and
Zij = 1 if event i is an offspring of event j . The text in each circle denotes the genera-
tion to which the event belongs, i.e., Genk denotes the k-th generation. Immigrants
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are labeled as Gen0, while generations Genk , k > 0 denote their offspring. For ex-
ample, T3 and T6 are immediate offspring of the immigrant T2, i.e., mathematically
expressible as Z32 = 1, Z62 = 1, and Z20 = 1.

The cluster representation states that the immediate offspring events asso-
ciated with a particular parent arrive according to a non-homogeneous Poisson
process with intensity φ(.), i.e., T3 and T6 are event realizations coming from a non-
homogeneous Poisson process endowed with the intensity φ(t − T2) for t > T2. The
event that produces an offspring is described as the immediate ancestor or root
of the offspring; T7 is the immediate ancestor of T8. The events that are directly or
indirectly connected to an immigrant form the cluster of offspring associated with
that immigrant; e.g., T1 is an immigrant and T2, T3, T4, T5, and T6 form its cluster of
offspring. Similarly, T7 and T8 form another cluster. Finally, T9 is a cluster by itself.

Branching factor (branching ratio). One key quantity that describes the Hawkes pro-
cess is its branching factor n∗, defined as the expected number of direct offspring
spawned by a single event. The branching factor n∗ intuitively describes the amount
of events to appear in the process, or informally, virality in the social media context.
In addition, the branching factor gives an indication about whether the cluster of
offspring associated with an immigrant is an infinite set. For n∗ < 1, the process
in a subcritical regime: the total number of events in any cluster is bounded. Im-
migrant events occur according to the base intensity λ0(t), but each one of them
has associated with it a finite cluster of offspring, both in number and time extent.
When n∗ > 1, the process is in a so-called supercritical regime with λ(t) increasing
and the total number of events in each cluster being unbounded. We compute the
branching factor by integrating φ(t)—the contribution of each event—over event
time t :

n∗ =
∫ ∞

0
φ(τ)dτ . (8.14)

Expected number of events in a cluster of offspring. The branching factor n∗ indi-
cates whether the number of offspring associated with each immigrant is finite
(n∗ < 1) or infinite (n∗ > 1). When n∗ < 1 a more accurate estimate of the size of each
cluster can be obtained. Let Ai be the expected number of events in Generationi,
and A0 = 1 (as each cluster has only one immigrant). The expected number of total
events in the cluster, N∞, is defined as:

N∞ =
∞∑
i=0

Ai . (8.15)
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To compute Ai , i ≥ 1, we notice that each of the Ai−1 events in the previous gen-
eration has on average n∗ children events. This leads to an inductive relationship
Ai = Ai−1n

∗. Knowing that A0 = 1, we derive:

Ai = Ai−1n
∗ = Ai−2

(
n∗
)2 = . . . = A0

(
n∗
)i = (n∗)i , i ≥ 1. (8.16)

We obtain an estimate of the size of each cluster of immigrants N∞ as the sum of
a converging geometric progression (assuming n∗ < 1):

N∞ =
∞∑
i=0

Ai = 1
1− n∗

where n∗ < 1. (8.17)

8.4 Simulating Events from Hawkes Processes
In this section, we focus on the problem of simulating a series of random events
according to the specifications of a given Hawkes process. This is useful for gather-
ing statistics about the process, and can form the basis for diagnostics, inference,
or parameter estimation. We present two simulation techniques for Hawkes pro-
cesses. The first technique, the thinning algorithm [Ogata 1981], applies to all
non-homogeneous Poisson processes, and can be applied to Hawkes processes
with any kernel function φ(.). The second technique, recently proposed by Dassios
and Zhao [2013], is computationally more efficient, as it designs a variable decom-
position technique for Hawkes processes with exponential decaying kernels.

8.4.1 The Thinning Algorithm
The basic goal of a sampling algorithm is to simulate inter-arrival times τi, i =
1, 2, . . . according to an intensity function λt . We first review the sampling method
for a homogeneous Poisson process, then we introduce the thinning (or additive)
property of Poisson processes, and we use this to derive the sampling algorithm for
Hawkes processes.

Inter-arrival times in a homogeneous Poisson process follow an exponential
distribution as specified in 8.3: fτ(t) = λe−λt , t > 0 and its cumulative distribu-
tion function is Fτ(t)= 1− e−λt . Because both Fτ(t) and F−1

τ
(t) have a closed-form

expression, we can use the inverse transform sampling technique to sample wait-
ing times. Intuitively, if X is a random variable with the cumulative distribution
function FX and Y = FX(X) is a uniformly distributed random variable (∼U(0, 1)),
then X∗ = F−1

X (Y ) has the same distribution as X. In other words, sampling X∗ =
F−1

X (Y ), Y ∼U(0, 1) is identical with sampling X. For the exponentially distributed
waiting times of the Poisson process, the inverse cumulative distribution function
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has the form F−1
τ

(u)= − ln u
λ

. Consequently, sampling a waiting interval τ in a Pois-
son process is simply:

Sample u∼ U(0, 1), then compute τ = − ln u

λ
(8.18)

The thinning property of the Poisson processes states that a Poisson process
with intensity λ can be split into two independent processes with intensities λ1

and λ2, so that λ= λ1 + λ2. In other words, each event of the original process can
be assigned to one of the two new processes that are running independently. From
this property, we can see that we can simulate a non-homogeneous Poisson process
with the intensity function λ(t) by thinning a homogeneous Poisson process with
the intensity λ∗ ≥ λ(t), ∀t .

A thinning algorithm to simulate Hawkes processes is presented in Algo-
rithm 8.1. For any bounded λ(t), we can find a constant λ∗ so that λ(t) ≤ λ∗ in a
given time interval. In particular, for Hawkes processes with a monotonically de-
creasing kernel function φ(t), it is easy to see that between two consecutive event
times [Ti , Ti+1), λ(Ti) is the upper bound of event intensity. We exemplify the sam-
pling of event time Ti+1, after having already sampled T1, T2, . . . , Ti. We start our
time counter T = Ti. We sample an inter-arrival time τ , using Equation (8.18), with
λ∗ = λ(T ) and we update the time counter T = T + τ (steps 3(a) to 3(c) in Algo-
rithm 8.1). We accept or reject this inter-arrival time according to the ratio of the
true event rate to the thinning rate λ∗ (step 3(e)). If accepted, we record the event
time i + 1 as Ti+1 = T . Otherwise, we repeat the sampling of an inter-arrival time
until one is accepted. Note that, even if an inter-arrival time is rejected, the time
counter T is still updated, i.e., the principle of thinning a homogeneous Poisson

Algorithm 8.1 Simulation of a Hawkes process by thinning

1. Given Hawkes process as in Eq (8.11)
2. Set current time T = 0 and event counter i = 1
3. while i ≤N .

(a) Set the upper bound of Poisson intensity λ∗ = λ(T ) (using Eq (8.11))
(b) Sample inter-arrival time: draw u∼ U(0, 1) and let τ =− ln(u)

λ∗
(as described in Eq (8.18))

(c) Update current time: T = T + τ

(d) Draw s ∼ U(0, 1)

(e) if s ≤ λ(T )
λ∗ , accept the current sample: let Ti = T and i = i + 1

otherwise reject the sample, and return to step (a)
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process with a higher intensity value. Also note that, for efficiency reasons, the up-
per bound λ∗ can be updated even in the case of a rejected inter-arrival time, given
the strict monotonicity of λ(t) in-between event times. The temporal complexity
of sampling N events is O(N2), since brute-force computation of event intensity
using Eq (8.11) is O(N). Furthermore, if event rates decay fast, then the number of
rejected samples can be high before there is an accepted new event time.

8.4.2 Efficient Sampling by Decomposition
We now outline a more efficient sampling algorithm for Hawkes processes with an
exponential kernel that does not resort to rejection sampling. Recently proposed
by Dassios and Zhao [2013], it scales linearly to the number of events drawn.

First, the proposed algorithm applies to a Hawkes process with exponential
immigrant rates and exponential memory kernel. This is a more general form
than what we defined in Section 8.3.2. The immigrant rate is described by a non-
homogeneous Poisson process following a exponential function a + (λ0 − a)e−δt .
For each new event, the jump it introduces in event intensity is described by a
constant γ :

λ(t)= a + (λ0 − a)e−δt +
∑
Ti<t

γ e−δ(t−Ti), t > 0. (8.19)

We can envision generalizing this even more by introducing a distribution to
gamma, but this is out of scope for this tutorial.

We note that a process is a Markov process if it has the property that, conditional
on the present, the future is independent of the past. Ogata [1981] has shown
that the intensity process is a Markov process when φ is exponential. This can
be intuitively understood for the event intensity function above, due to λ(t2) =
e−δ(t2−t1)λ(t1), for any t2 > t1. In other words, given current event intensity λ(t1),
future intensity only depends on the time elapsed since time t1.

We use this Markov property to decompose the inter-arrival times into two
independent simpler random variables. The first random variable s0 represents the
inter-arrival time of the next event, if it were to come from the constant background
rate a. It is easy to see that this is sampled according to Eq (8.18). The second
random variable s1 represents the inter-arrival time of the next event if it were to
come from either the exponential immigrant kernel (λ0 − a)e−δt or the Hawkes
self-exciting kernels from each of the past events

∑
Ti<t e−δ(t−Ti). The cumulative

distribution function of s1 can be explicitly inverted due to its Markov property: a
full derivation can be found in Dassios and Zhao [2013]. Intuitively, the sampled
inter-arrival time is the minimum of these two cases. It is also worth noting that
the second arrival time may not be finite: this is expected, as the exponential kernel
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Algorithm 8.2 Efficient simulation of a Hawkes process with exponential kernel

1. Set T0 = 0, initial event rate λ(T0)= λ0

2. for i = 1, 2, . . . , N

(a) Draw u0 ∼ U(0, 1) and set s0 =− 1
a

ln u0

(b) Draw u1 ∼ U(0, 1); Set d = 1+ δ ln u1
λ(T+

i−1)−a

(c) if d > 0, set s1 =− 1
δ

ln d, τi = min{s0, s1}
otherwise τi = s0

(d) Record the ith jump time Ti = Ti−1 + τi

(e) Update event intensity at the left side of Ti with exponential decay
λ(T −

i )= (λ(T +
i−1)− a)e−δτi + a

(f) Update event intensity at the right side of Ti with a jump from the ith event
λ(T +

i )= λ(T −
i )+ γ

decays fast. In this case, the next event will be an immigrant from the constant rate.
This is outlined in Algorithm 8.2.

This algorithm is efficient because the intensity function can be updated in
constant time for each event with steps 2(e) and 2(f), and because this algorithm
does not rely on rejection sampling. The decomposition method above cannot be
easily used on the power law kernel, since the power law does not have the Markov
property.

8.5 Estimation of Hawkes Processes Parameters
One challenge when modeling using self-exciting point processes is estimating
parameters from observed data. In the case of the Hawkes process with exponential
kernel, one would typically have to determine the function λ0(t) (the base intensity
defined in Equation 8.11), and the values of the parameters of the decaying kernel
φ(t) (α and δ; see Equation 8.19). One can achieve this by maximizing the likelihood
over the observed data. In Section 8.5.1 we derive the formula of the likelihood
function for a Hawkes process and in Section 8.5.2 we discuss a few practical
concerns of using maximum likelihood estimation.

8.5.1 Likelihood Function for Hawkes Process
Let N(t) be a point process on [0, T ] for T <∞ and let {T1, T2, . . . , Tn} denote a
realization, i.e., the set of event times, of N(t) over the period [0, T ]. Then the data
likelihood L as a function of parameter set θ is:

L(θ)=
n∏

i=1

λ(Ti)e
−
∫ T

0
λ(t)dt . (8.20)
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We sketch the derivation of the likelihood formula, along the lines of Daley and
Vere-Jones [2003], Laub et al. [2015], and Rasmussen [2013]. If we are currently at
some time t , recall that the history Ht is the list of times of events T1, T2, . . . , Tn up
to but not including time t . Borrowing the ∗ notation from Daley and Vere-Jones
[2003], we define f ∗(t) := f (t |Ht ) to be the conditional probability density function
of the time of the next event Tn+1 given the history of previous event T1, T2, . . . , Tn.
Recall that P{Tn+1 ∈ (t , t + dt)} = fTn+1

(t)dt . We have

f (T1, T2, . . . , Tn)=
n∏

i=1

f (Ti|T1, T2, . . . , Ti−1)=
n∏

i=1

f ∗(Ti). (8.21)

It turns out that the event intensity λ(t) can be expressed in terms of the conditional
density f ∗ and its corresponding cumulative distribution function F ∗ [Rasmussen
2011]:

λ(t)= f ∗(t)
1− F ∗(t)

. (8.22)

The expression above is given without a formal proof, but it can be interpreted
heuristically as follows. Consider an infinitesimal interval dt around t , with f ∗(t)dt

corresponding to the probability that there is an event in dt , and 1− F ∗(t) corre-
sponding to the probability of no new events before time t . After manipulating the
expression using Bayes’ rule [Rasmussen 2011], the ratio of the two can be shown to
be equivalent to the expectation of an increment of the counting process Nt+dt −Nt ,
which by Eq (8.10) is essentially λ(t)dt .

We can write the conditional intensity function in terms of the cumulative
distribution function F ∗:

λ(t)= f ∗(t)
1− F ∗(t)

=
∂
∂t

F ∗(t)
1− F ∗(t)

=− ∂

∂t
log(1− F ∗(t)). (8.23)

Denote the last known event time before t as Tn; then integrating both sides from
(Tn, t), we get ∫ t

Tn

λ(s)ds =−[log(1− F ∗(t))− log(1− F�(Tn))]. (8.24)

Note that F�(Tn)= 0 since Tn+1 > Tn, and so∫ t

Tn

λ(s)ds =− log(1− F ∗(t)). (8.25)
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Rearranging gives the following expression:

F ∗(t)= 1− exp

(
−
∫ t

Tn

λ(s)ds

)
. (8.26)

Combining the relationship between λ(t), f ∗(t), and F ∗(t) in Eq 8.22 gives

f ∗(t)= λ(t)
(

1− F ∗(t)
)= λ(t) exp

(
−
∫ t

Tn

λ(s)ds

)
. (8.27)

Plugging Eq (8.27) above into the likelihood function, and combining integration
ranges, we get the likelihood expression

L(θ)=
n∏

i=1

f ∗(Ti)=
n∏

i=1

λ(Ti)e
−
∫ Ti

Ti−1
λ(u)du =

n∏
i=1

λ(Ti)e
−
∫ Tn

0
λ(u)du. (8.28)

8.5.2 Maximum Likelihood Estimation
Let θ be the set of parameters of the Hawkes process; its maximum likelihood
estimate can be found by maximizing the likelihood function in Equation 8.20
with respect to θ over the space of parameter �. More precisely, the maximum
likelihood estimate θ̂ is defined to be θ̂ = arg maxθ∈� l(θ). From a standpoint of
computational and numerical complexity, we note that summing is less expensive
than multiplication. But more importantly, likelihoods would become very small
and would risk running out of floating point precision very quickly, yielding an
underflow; thus it is customary to maximize the log of the likelihood function:

l(θ) = log L(θ) =−
∫ T

0
λ(t)dt +

N(T )∑
i=1

log λ(Ti). (8.29)

The natural logarithm is a monotonic function and maximizing the log-likelihood
automatically implies maximizing the likelihood function. The negative log-
likelihood can be minimized with optimization packages for non-linear objectives,
such as the L-BFGS [Zhu et al. 1997] software.

Local maxima. One may run into problems of multiple local maxima in the log-
likelihood. The shape of the negative log-likelihood function can be fairly complex
and may not be globally convex. Due to the possible non-convex nature of the log-
likelihood, performing maximum likelihood estimation would result in the esti-
mate being the local maximum rather than the global maximum. A usual approach
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used in trying to identify the global maximum involves using several sets of differ-
ent initial values for the maximum likelihood estimation. Note that this does not
mitigate the problem entirely, and it is quite possible that a local maximum may
still be wrongly established as the global maximum. Alternatively, one can use dif-
ferent optimization methods in conjunction with several different sets of initial
values. If the differing optimizations result in a consistent set of calibrated param-
eters, then we can have a higher certainty that the calibrated point is the actual
global maximum.

Edge effects. Recall that Nt is the number of “arrivals” or “events” of the process
by time t and that the sequence of event times T1, T2, . . . , TNT

is assumed to be
observed within the time interval [0, T ], where T <∞. As discussed in Section 8.3.3,
in a Hawkes process, the events usually arrive clustered in time: an immigrant and
its offspring. In practical applications, the process might have started sometime
in the past, prior to the moment when we start observing it, denoted as t = 0.
Hence, there may be unobserved event times which occurred before time 0, which
could have generated offspring events during the interval [0, T ]. It is possible that
the unobserved event times have an impact during the observation period, i.e.,
sometime after t > 0, but because we are not aware of them, their contribution
to the event intensity is not recorded. Such phenomena are referred to as edge
effects and are discussed in Daley and Vere-Jones [2003] and Rasmussen [2013].
One possible avenue to address this issue is to assume that the initial value of
the intensity process equals the base intensity and disregard edge effects from
event times occurring before the observation period; see Daley and Vere-Jones
[2003]. This is usually the modeling setup in most applications within the Hawkes
literature. As pointed out by Rasmussen [2013], the edge effects on the estimated
model would turn out to be negligible if the dataset used is large enough. In this
chapter, we set the base intensity to be a constant λ(0)= λ0 and ignore edge effects
from events that have occurred before the start of the observation period. For
detailed discussions on handling edge effects, we refer the reader to the extensive
work of Baddeley and Turner [2000], Bebbington and Harte [2001], Daley and
Vere-Jones [2003], Møller and Rasmussen [2005], and Rasmussen [2013], which
is summarized in Lapham [2014].

Computational bottleneck. A major issue with maximum likelihood estimation for
Hawkes is the computational costs for evaluating the log-likelihood, in particular
the evaluation of the intensity function, as shown hereafter. Note that the two
components of the log-likelihood in Equation (8.29) can be maximized separately
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if they do not have common terms; see Ogata [1988], Daley and Vere-Jones [2003],
and Zipkin et al. [2016]. The computational complexity arises due to the calculation
of a double summation operation. This double sum comes from the second part of
the log-likelihood:

NT∑
i=1

log λ(Ti)=
NT∑
i=1

(
log
(
a + (λ0 − a)e−δt +

∑
j :Tj<Ti

αe−δ(Ti−Tj)
))

. (8.30)

Note that the complexity for most Hawkes processes is usually of the order O(N2
T
),

where NT is the number of event times. Hence estimating the parameters can
be relatively slow when NT is a big number, and it may be exacerbated if loop
calculations cannot be avoided. In the case of an exponential kernel function, the
number of operations required to evaluate Equation (8.30) can be reduced to O(NT )

using a recursive formula [Ogata 1981]. For a more complicated Hawkes process
involving a power-law decay kernel, such as the epidemic type aftershock-sequences
(ETAS) model [Ogata 1988] or the social media kernel constructed in Section 8.6,
this strategy does not hold. For the ETAS model, the event intensity is defined as:

λ(t)= λ0 +
∑

i:t>Ti

α
eδη1

(t − Ti + γ )η2+1
(8.31)

for some constants λ0, α , η1, γ , η2. The ETAS model is a point process typically used
to represent the temporal activity of earthquakes for a certain geophysical region.
To reduce the computational complexity for the ETAS model, Ogata et al. [1993]
presented a methodology that involved multiple transformations and numerical
integration. They showed that there is a significant reduction in the time taken to
learn the parameters and further demonstrated that they are close approximations
of the maximum likelihood estimates.

8.6 Constructing a Hawkes Model for Social Media
The previous sections of this chapter introduced the theoretical bases for working
with Hawkes processes. Section 8.2 and 8.3 gave the definitions and the basic prop-
erties of point processes, Poisson processes, and Hawkes processes. Section 8.4
and 8.5 respectively presented methods for simulating events in a Hawkes process
and fitting the parameters of a Hawkes process to data. The aim of this section is
to provide a guided tour for using Hawkes processes with social media data. We
will start from customizing the memory kernel with a goal of predicting the pop-
ularity of an item. The core technique here is from a recent paper [Mishra et al.
2016] on predicting the size of a retweet cascade. In Section 8.6.1, we argue why
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a Hawkes process is suitable for modeling the retweet cascades and we present
the construction of the kernel function φ(t); in Section 8.6.2 we estimate real-life
model parameters from Twitter data; in Section 8.6.3 we predict the expected size
of a retweet cascade (i.e., its popularity).

8.6.1 A Marked Hawkes Process for Information Diffusion
We model word of mouth diffusion of online information: users share content, and
other users consume and sometimes re-share it, broadcasting to more users. For
this application, we consider each retweet as an event in the point process. We also
formulate information diffusion in Twitter as a self-exciting point process, in which
we model three key intuitions of the social network: magnitude of influence (tweets
by users with many followers tend to get retweeted more), memory over time (that
most retweeting happens when the content is fresh [Wu and Huberman 2007]), and
content quality.

The event intensity function. A retweet is defined as the resharing of another per-
son’s tweet via the dedicated functionality on the Twitter interface. A retweet cas-
cade is defined as the set of retweets of an initial tweet. Using the branching
structure terminology introduced in Section 8.3, a retweet cascade is made of an im-
migrant event and all of its offspring. We recall the definition of the event intensity
function in a Hawkes process, introduced in Equation (8.11):

λ(t)= λ0(t)+
∑
Ti<t

φmi
(t − Ti). (8.32)

λ0(t) is the arrival rate of immigrant events into the system. The original tweet is
the only immigrant event in a cascade, therefore λ0(t) = 0, ∀t > 0. Furthermore,
this is modeled as a marked Hawkes process. The mark or magnitude of each event
models the user influence for each tweet. The initial tweet has event time T0 = 0
and mark m0. Each subsequent tweet has the mark mi at event time Ti.

We construct a power-law kernel φm(τ) with mark m:

φm(τ)= κmβ(τ + c)−(1+θ). (8.33)

κ describes the virality—or quality—of the tweet content, and it scales the sub-
sequent retweet rate; β introduces a warping effect for user influences in social
networks; and 1+ θ (θ > 0) is the power-law exponent, describing how fast an event
is forgotten, while parameter c > 0 is a temporal shift term to keep φm(τ) bounded
when τ " 0. Overall, κmβ accounts for the magnitude of influence, and the power-
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law kernel (τ + c)−(1+θ) models the memory over time. We assume user influence
m is the observed number of followers obtained from Twitter API.

In a similar fashion, we can construct an exponential kernel for social media,
based on the kernel defined in Equation (8.12):

φm(τ)= κmβθe−θτ . (8.34)

We have experimented with this kernel and Figure 8.3(c) shows its corresponding
intensity function over time for a real Twitter diffusion cascade. However, we have
found that the exponential kernel for social media provides lower prediction perfor-
mances compared to the power-law kernel defined in Equation 8.33. Consequently,
in the rest of this chapter, we only present the power-law kernel.

8.6.2 Estimating the Hawkes Process
The marked Hawkes process has four parameters θ = {κ , β , c, θ}, which we set
out to estimate using the maximum likelihood estimation technique described in
Section 8.5. We can obtain its log-likelihood by introducing the marked memory
kernel (8.33) into the general log-likelihood formula shown in Equation (8.29). The
first two terms in Equation 8.35 are from the likelihood computed using the event
rate λ(t), the last term is a normalization factor from integrating the event rate over
the observation window [0, T ]:

L(κ , β , c, θ)=
n∑

i=2

log κ +
n∑

i=2

log

⎛⎝∑
tj<ti

(
mj

)β(
ti − tj + c

)1+θ

⎞⎠
− κ

n∑
i=1

(
mi

)β [ 1
θcθ

−
(
T + c − ti

)−θ

θ

]
. (8.35)

Equation 8.35 is a non-linear objective that needs to be maximized. There are
a few natural constraints for each model parameter, namely: θ > 0, κ > 0, c >

0, and 0 < β < α − 1 for the branching factor to be meaningful (and positive).
Furthermore, while the supercritical regimes n∗ > 1 are mathematically valid, it
will lead to a prediction of infinite cascade size—a clearly unrealistic outcome. We
further incorporate n∗ < 1 as a non-linear constraint for the maximum likelihood
estimation. Ipopt [Wächter and Biegler 2006], the large-scale interior point solver,
can be used to handle both non-linear objectives and non-linear constraints. For
efficiency and precision, it needs to be supplied with pre-programmed gradient
functions. Details of the gradient computation and optimization can be found in
Mishra et al. [2016].
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Section 8.5.2 warned about three possible problems that can arise when us-
ing maximum likelihood estimates with Hawkes processes: edge effects, squared
computational complexity, and local minima. In this application, since we always
observe a cluster of events generated by an immigrant, we do not have edge effects,
i.e., missing events early in time. The computational complexity of calculating the
log-likelihood and its gradients is O(n2), or quadratic with respect to the number of
observed events. In practice, we use three techniques to make computation more
efficient: vectorization in the R programming language, storing and reusing parts of
the calculation, and data-parallel execution across a large number of cascades. With
these techniques, we can estimate tens of thousands of moderately sized retweet
cascades containing hundreds of events in a reasonable amount of time. Lastly, the
problem of local minima can be addressed using multiple random initializations,
as discussed in Section 8.5.2.

8.6.3 The Expected Number of Future Events
Having observed a retweet cascade until time T for a given Hawkes process, one
can simulate a possible continuation of the cascade using the thinning technique
presented in Section 8.4. Assuming a subcritical regime, i.e., n∗ < 1, the cascade is
expected to die out in all possible continuation scenarios. In addition to simulating
a handful of possible endings, it turns out there is a close-form solution to the
expected number of future events in the cascade over all possible continuations,
i.e., the total popularity that the cascade will reach by the time it ends.

There are three key ideas for computing the expected number of future events.
The first is to compute the expected size of a direct offspring to an event at Ti

after time T ; the second is that the expected number of all descendent events
can be obtained via the branching factor of the Hawkes process, as explained in
Section 8.3.3. Lastly, the estimate of total popularity emerges when we put these
two ideas together.

The number of future children events. In retweet cascades, the base intensity is null
λ0(t)= 0, therefore no new immigrants will occur at t > T . Equation (8.17) gives the
expected size of a cluster of offpring associated with an immigrant. In the marked
Hawkes process of Eq (8.32), each of the i = 1, . . . , n events that happened at Ti < T

adds φmi
(t − Ti) to the overall event intensity. We can obtain the expectation of A1,

the total number of events directly triggered by event i = 1, . . . , n, by integrating
over the memory kernels of each event. The summation and integration are ex-
changeable here, since the effect of each event on future event intensity is additive:
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A1 =
∫ ∞

T

λ(t)dt =
∫ ∞

T

∑
t>Ti

φmi
(t − Ti)dt

=
∑
t>Ti

∫ ∞

T

φmi
(t − Ti)dt = κ

n∑
i=1

mi
β

θ
(
T + c − Ti

)θ . (8.36)

The branching factor. The branching factor was defined in Equation (8.14) for
an unmarked Hawkes process. We compute the branching factor of the marked
Hawkes process constructed in Section 8.6.1 by taking expectations over both event
times and event marks. We assume that the event marks mi are i.i.d. samples
from a power law distribution of social influence [Kwak et al. 2010]: P(m)= (α −
1)m−α. α is an exponent that controls the heavy tail of the distribution, and it is
estimated from a large sample of tweets. We obtain the closed-form expression of
the branching factor (see Mishra et al. [2016] for details):

n∗ = κ
α − 1

α − β − 1
1

θcθ
, for β < α − 1 and θ > 0. (8.37)

Total size of cascade. Putting both Eq (8.36) and Eq (8.37) together, we can see
that each expected event in A1 is anticipated to generate n∗ direct children events,
n∗2 grand-children events, . . . , n∗k k-th generation children events, and so on. The
calculation of geometric series shows that the number of all descendants is A1

1−n∗ .
This quantity plus the observed number of events n is the total number of expected
events in the cascade. See Mishra et al. [2016] for complete calculations.

N∞ = n+ κ

(1− n∗)

(
n∑

i=1

mi
β

θ
(
T + c − ti

)θ
)

, n∗ < 1. (8.38)

8.6.4 Interpreting the Generative Model
A Hawkes process is a generative model, meaning that it can be used to interpret
statistical patterns in diffusion processes, in addition to being used in predictive
tasks. Figure 8.3 presents a diffusion cascade about a New York Times news arti-
cle with its corresponding intensity functions with the power-law and exponential
memory kernels, respectively. Note that the top and lower two graphics are tempo-
rally aligned. In other words, each event occurs that causes a jump in the intensity
function, i.e., increasing the likelihood of future events. Each jump is followed by a
rapid decay, governed by the decay kernel φm(τ), defined in Section 8.6.1. In terms
of event marks, the cascade attracts the attention of some very well-followed ac-
counts. The original poster (@screencrushnews) has 12,122 followers, and among
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The New York Times reports Leonard Nimoy,
Star Trek’s beloved Mr. Spock, has died.
http://www.nytimes.com/2015/02/27/art …

Figure 8.3 An example retweet cascade on a news article by the New York Times (http://www.nytimes
.com/2015/02/27/arts/television/leonard-nimoy-spock-of-star-trek-dies-at-83.html).
(a) Representation of the first 600 seconds of the retweet cascade as a marked point
process; an event time corresponds to each (re)tweet. (b) Event intensity (λ(t)) over
time, assuming the point process to be a Hawkes process with power-law kernel.
The maximum-likelihood model parameter estimates are {κ = 1.00, β = 1.01, c =
250.65, θ = 1.33} with a corresponding n∗ = 0.92 and a predicted cascade size of 216.
The true cascade size is 219. (c) The event intensity over time for the same event
time series, when the point process is assumed to be a Hawkes process with the
exponential kernel defined in Equation 8.34. The fitted parameters for this kernel are
{κ = 0.0003, β = 1.0156, θ = 0.0054}, the corresponding n∗ = 0.997, and the predicted
cascade size is 1603.

http://www.nytimes.com/2015/02/27/arts/television/leonard-nimoy-spock-of-star-trek-dies-at-83.html
http://www.nytimes.com/2015/02/27/arts/television/leonard-nimoy-spock-of-star-trek-dies-at-83.html
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the users who retweeted, @TasteOfCountry (country music) has 193,081 follow-
ers, @Loudwire (rock) has 110,824 followers, @UltClassicRock (classic rock) has
99,074 followers, and @PopCrush (pop music) has 114,050 followers.

For popularity prediction, the cascade is observed for 10 minutes (600 seconds)
and the parameters of the Hawkes process are fitted as shown in Section 8.6.2.
The maximum-likelihood estimates of parameters with a power-law kernel are
{κ = 1.00, β = 1.01, c= 250.65, θ = 1.33}, with a corresponding n∗ = 0.92. According
to the power-law kernel, this news article has high content virality (denoted by κ)
and large waiting time (c), which in turn leads to a slow diffusion: the resulting
cascade reaches 1/4 its size after half an hour, and the final tweet is sent after
4 days. By contrast, most retweet cascades finish in a matter of minutes, tens of
minutes at most. Using the formula in Equation (8.38), we predict the expected
total cascade size N∞ = 216; this is very close to the real cascade size of 219 tweets,
after observing only the initial 10 minutes of the 4-day Twitter diffusion. When
estimated with an exponential kernel, the parameters of the Hawkes point process
are {κ = 0.0003, β = 1.0156, θ = 0.0054} and the corresponding branching factor
is n∗ = 0.997. This produces a very imprecise total cascade size prediction of 1603
tweets, largely due to the high n∗.

8.6.5 Hands-on Tutorial
In this section, we provide a short hands-on tutorial, together with code snippets
required for modeling information diffusion through retweet cascades. A detailed
version of the tutorial with example data and code is available at http://github
.com/s-mishra/featuredriven-hawkes. All code examples presented in this section
assume a Hawkes model with the power-law kernel. The complete online tutorial
also presents examples that use an exponential kernel. All code was developed
using the R programming language.

We start with visualizing in Figure 8.4 the shape of the power-law kernel (defined
in Equation (8.33)) generated by an event with the mark m= 1000, and defined by
the parameters κ = 0.8, β = 0.6, c = 10, and θ = 0.8. The code for generating the
figure is shown in Listing 8.1. Furthermore, we can simulate (Listing 8.2) the entire
cluster of offspring generated by this initial immigrant event using the thinning
procedure described in Section 8.4.1. The initial event is assumed to have occurred
at time t = 0, and the simulation is run for 50 time intervals.

We now show how to estimate the parameters of a Hawkes process with a
power-law kernel for a real Twitter diffusion cascade and how to estimate the to-
tal size of the cascade. The file example_book.csv in the online tutorial records
the retweet diffusion cascade around a news article announcing the death of “Mr.
Spock” shown in Figure 8.3. Figure 8.3(a) depicts the cascade as a point process:

http://github.com/s-mishra/featuredriven-hawkes
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## initial event that starts the cascade (i.e. the immigrant)

## mark = 1000 at time t = 0

event <- c(mark = 1000, time = 0)

## the timepoints for which we compute the kernel function

t <- seq(from = 0, to = 100, length=1000)

## set the parameters of the kernel

K <- 0.8

beta <- 0.6

c <- 10

theta <- 0.8

## compute the Power Law Kernel

## call the kernelFunction to get the values

values.PL <- kernelFct(event = event, t = t, K = K, beta = beta, c = c,

theta = theta, kernel.type=’PL’)

## plot the obtained kernel

plot(x = t, y = values.PL, type = "l", col = "blue",

xlab = "", ylab = "", main = "Power-law memory kernel over time")

Listing 8.1 Code for computing the power-law kernel function, generated by an event with
mark 1000.

0.8

0.6

0.4

0.2

0.0

Power law memory kernel ϕm(t) over time

0 20 40 60 80 100

Figure 8.4 Graphic obtained by running the code in Listing 8.1: The power-law kernel over time,
generated by an event with the mark 1000.

the tweet posting times are the event times, whereas the numbers of followers of
the users emitting the tweets are considered the event marks. The code in List-
ing 8.3 reads the CSV file and performs a maximum likelihood estimation of the
Hawkes process parameters, based on the events in the cascade having occurred in
the first 600 seconds (10 minutes). With the obtained estimates for model param-
eters, we can predict (using the code in Listing 8.4) the total size of the diffusion
cascade.
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## simulating an event series

events <- generate_Hawkes_event_series(K = K, beta = beta, c = c,

theta = theta, M = event["mark"],

Tmax = 50)

Listing 8.2 Simulation using the thinning method (see Section 8.4.1) of an entire cluster of
offspring, generated by the immigrant defined in Listing 8.1 (m= 1000, t = 0).

## read the real cascade provided in the file "example.csv"

real_cascade <- read.csv(file = ’example_book.csv’, header = T)

## retain only the events that occurred in the first 600 seconds (10min).

## These will be used for fitting the model parameters.

predTime <- 600

history <- real_cascade[real_cascade$time <= predTime, ]

## removing the first column, which is event index

## retaining column 2 (event mark) and column 3 (event time).

history <- history[ , 2:3]

## call the fitting function, which uses IPOPT internally. The fitting

## algorithm requires an initial guess of the parameters. This can be

## a random point within the domain of definition of parameters.

startParams <- c(K = 1, beta = 1, c = 250, theta = 1)

result <- fitParameters(startParams, history)

Listing 8.3 Load the information about the real tweet cascade from Figure 8.3, and fit parameters
using the events observed in the first 600 seconds.

## Using the fitted model parameters, we call getTotalEvents to get

predictions.

prediction <- getTotalEvents(history = history, bigT = predTime,

K = result$solution[1],

beta = result$solution[2],

c = result$solution[3],

theta = result$solution[4])

## The "prediction" object contains other values, such as

## the branching factor (nstor) and A1

nPredicted = prediction[’total’]

Listing 8.4 Predict the total size for the Twitter cascade shown in Figure 8.3, using the parameters
fitted as in Listing 8.3.

8.7 Conclusion
This chapter provided a gentle introduction for the Hawkes self-exciting process.
We covered the key definitions of point processes and Hawkes processes. We intro-
duced the notion of event rate, branching factor, and the use of these quantities
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to predict future events. We described procedures for simulating a Hawkes pro-
cess, and derived the likelihood function used for parameter estimation. We also
included a practical example for estimating a Hawkes process from retweet cas-
cades, along with code snippets and online notebook. Where applicable, we have
included discussions of the point-process literature. The goal of the materials above
is to provide the fundamentals to researchers who are interested in formulating and
solving application problems with point processes. Interested readers are invited to
explore more advanced materials, including: alternative inference algorithms such
as using expectation-maximization, sampling, or moment matching; flexible spec-
ifications and extensions of self-exciting processes such as multivariate mutually
exciting Hawkes processes, and doubly stochastic processes, to name a few.
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9.1 Introduction
As humans, we routinely interact with media in the form of text, speech and audio,
image, video, and new media such as Internet webpages and virtual/augmented re-
ality, as well as other humans. During the course of these interactions, we convey
our understanding of (or alternatively, response to) the environment via a variety
of behavioral signals. These signals can be exhibited either consciously or sub-
consciously by the perceiver (user), and may be explicitly or implicitly conveyed to
the external world. Speech is an example of a behavioral signal that is consciously
expressed by a person, and whose conveyance is conspicuous to the outside world.
Gazing behavior is another example. While we may change our head/body orienta-
tion sub-consciously to focus on a counterpart during face-to-face conversations,
such changes are apparent to the outside world and head/body pose cues have been
extensively used in security and behavioral analytics (see Murphy-Chutorian and
Trivedi [2009] and Subramanian et al. [2013] for related work). This chapter ex-
pressly focuses on the extraction and utilization of implicit behavioral cues such as
eye movements and brain signals, which are exhibited sub-consciously by the user
and are invisible to the external world, for multimedia analytics.
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Multimedia understanding and computer vision systems have long relied on
explicit and implicit user cues for input and feedback. Retrieval has greatly ben-
efited from user meta-data in the form of textual tags. Likewise, the ESP game
[von Ahn and Dabbish 2004] and the LabelMe database [Russell et al. 2008] have
greatly contributed to visual object recognition. Although advances in deep learn-
ing Krizhevsky et al. [2012] have significantly facilitated automated multimedia
understanding, deep networks still cannot reliably substitute for human intelli-
gence.1 This is partly because human understanding of scene semantics is superior
to computational models, and the difference in information interpreted by a hu-
man from data, and what is computationally extractable from the same is called
semantic gap [Smeulders et al. 2000].

Annotations in the form of spatial markings, keywords, or sentence captions
have helped media analytic approaches bridge the semantic gap. Nevertheless,
manually annotating large databases is tedious and expensive, which has spurred
alternative approaches employing implicit and rapid-eye or brain-based annota-
tions [Aloimonos et al. 2012, Papadopoulos et al. 2014, Shenoy and Tan 2008, Wang
and Dey 2009] in the past decade. Examples of how implicit user annotations have
been successfully utilized for multimedia analytics include (i) scene and (ii) emo-
tion understanding from images and videos.

Scene understanding involves a number of sub-tasks such as (i) segmentation
and recognition of individual scene objects, (ii) discovering object interactions
therefrom, (iii) 3D spatial understanding of the scene, and (iv) making high-level
inferences (e.g., textual description and question answering, estimating the level
of emotion) from the scene content. Extensive labeled training data is required to
accomplish each sub-task, and implicit annotations acquired via eye-trackers and
wearable Electroencephalogram (EEG) devices have been employed to augment vi-
sual features. Two recent studies that use eye fixations for object detection from the
PASCAL Visual Object Classes [Everingham et al. 2014] dataset are Yun et al. [2013]
and Papadopoulos et al. [2014]. Brain-based annotations in the form of EEG signa-
tures have also been exploited for object recognition. The discriminability of EEG
signatures for disparate object classes is shown by Shenoy and Tan [2008], while
Kapoor et al. [2008] augment visual features with EEG features to achieve superior
object recognition than with either type alone. Other work in this regard is that of
Wang and Dey [2009], which combines the strengths of human visual perception
(high accuracy but limited throughput) and computer vision (high throughput but

1. http://www.nytimes.com/2016/09/20/science/computer-vision-tesla-driverless-cars.html

http://www.nytimes.com/2016/09/20/science/computer-vision-tesla-driverless-cars.html
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limited accuracy). Here, EEG-based object annotations are combined with visual
features to characterize target objects, and this knowledge is propagated over a
large dataset using a visual similarity graph for large-scale object recognition.

Emotion recognition has been another problem of interest to the multime-
dia community for some time. Ever since the need for indexing videos based on
the emotions they evoke was identified by Hanjalic and Xu [2005], a number of
researchershave attempted to recognize emotions by examining audio [Lee and
Narayanan 2005], visual [Lucey et al. 2010], and audio-visual content [Sebe et al.
2006]—these are termed content-based emotion recognition (ER) approaches.
However, these approaches only met with limited success as there exists a gap
between emotion conveyed by the content, and the emotion induced in the viewer—
e.g., a crying comedian can invoke laughter in the audience. This gap consequently
prompted the development of user-centered ER approaches, which monitor view-
ers’ behavioral cues to predict the emotion evoked by the stimulus. Here again,
initial research focused on identifying cues such as facial expressions [Joho et al.
2011], which denote a conscious manifestation of emotions and are therefore
suppressible. User-centered ER later evolved to measure brain and physiological
activity such as EEG and magnetoencephalogram or MEG signals, heart and res-
piration rate, skin conductance, and muscle movements, which are sub-conscious
emotional manifestations and thereby hard to suppress. Examples of recent ER
research examining implicit physiological user responses include DEAP [Koelstra
et al. 2012], MAHNOB [Soleymani et al. 2012], and DECAF [Abadi et al. 2015].

In relation to the aforementioned problems, this chapter discusses

. How eye movements, in the form of fixations and saccades, enable infer-
ence of scene semantics as demonstrated by [Subramanian et al. 2011] (Sec-
tion 9.2). Saccades (ballistic eye movements) and fixations (stationary phases
where visual information is absorbed) can reveal information such as an in-
teraction between two scene objects (e.g., two men talking), or the emotional
intensity of faces (mildly intense vs. highly intense facial expression). We
also present recent work on gaze-assisted object detection by Gilani et al.
[2015] (Section 9.3), where eye fixations serve as implicit annotations denot-
ing the spatial locations of target objects in the scene; Gilani and colleagues
describe how visual descriptors extracted around fixated locations improve
object recognition performance.

. Implicit cues can convey information regarding the media with which users
interact, and regarding the users themselves. In this regard, we present re-
cent work by Wache et al. [2015] (Section 9.4) on recognizing users’ emotions
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and personality type based on physiological responses observed during affec-
tive clip viewing. Experiments to recognize the “big-five” personality traits
[Perugini and Di Blas 2002] suggest that personality differences are better
revealed on examining user responses to clips conveying similar emotions.

The chapter will conclude by reflecting on how monitoring implicit user cues
is important for related areas such as safety and security, interaction design, and
big-data visualization (Section 9.5).

9.2 Inferring Scene Semantics from Eye Movements
For over a decade, many researchers have studied human visual attention in order
to develop computational saliency models that can predict regions or objects of
interest in images and videos. Following the bottom-up saliency proposition that
attributed visual attention to low-level visual features such as intensity, color, and
orientation (see Itti and Koch [2000] and Valenti et al. [2009] for examples), later
work such as that by Judd et al. [2009] and Subramanian et al. [2010] has noted that
top-down or meaningful factors such as faces, cars, and emotional scene objects
also play an important role in attracting viewers’ attention. Nevertheless, most of
these approaches purely focus on scene fixations, ignoring saccadic information
that captures the temporal fashion in which the scene is scanned. In one of the first
papers to examine saccadic patterns and model them in a computational setting
for scene understanding, Subramanian et al. [2011] show how saccades are useful
for (i) discovering interactions between scene objects (typically described using
transitive verbs as in Man reads a book), and (ii) for distinguishing between high-
and low-intensity facial expressions.

9.2.1 Discovering Object Interactions via Saccades
In order to compile ground truth concerning whether an image depicts an inter-
action or not, Subramanian et al. [2011] gathered succinct text captions for 110
social scenes, where humans are seen performing day-to-day actions. These 110 im-
ages were compiled from the MIT1003 [Judd et al. 2009] and NUSEF [Subramanian
et al. 2010] eye-tracking datasets, and eye-movement recordings compiled from at
least 13 viewers are available for each image. Caption descriptions for each of the
110 images were obtained from 12–20 (independent) observers, and the named
frequency of scene objects and object interactions were computed from the de-
scriptions. For 45 images, over 80% of the descriptions contained an interaction
verb—these scenes were deemed to be interactive. For 37 images, fewer than 30%
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viewers reported any form of interaction—these scenes were considered to be non-
interactive.

The eye-gaze patterns for the interactive and non-interactive scenes were then
examined, and Figure 9.1 presents an exemplar of each type, and corresponding
gaze patterns. The (collective) eye fixations are plotted in yellow, and the fixations
are clustered using the mean-shift-based, multi-scale fixation clustering approach
[Santella and DeCarlo 2004] to form clusters denoted by color-coded and numbered
ellipses. Arrows denote saccades from one fixation cluster to another, and are
color-coded based on the originating cluster—e.g., saccades originating from the
red cluster numbered “1,” and ending in the green cluster numbered “2” for the
interactive scene are denoted by the red arrow. Furthermore, thickness of each
arrow represents the likelihood of a saccade from the source to the sink fixation
cluster.

If we compare saccades for interactive and non-interactive scenes, a crucial
difference is that object interactions such as read, talk, point, etc. are consis-
tently characterized by vacillating saccades between interacting objects. Psychology
literature provides support to this phenomenon: such interactions are character-
ized by the mutual orientation of interacting objects, and humans are instantly
able to determine and follow the direction of others’ attention [Kuhn et al. 2009].
Also, short-term or episodic scene memory causes viewers to semantically re-fixate
on interesting objects. These two phenomena jointly lead to the occurrence of
vacillating saccades between interacting objects. However, such vacillating
saccades are unlikely to occur for non-interactive scenes as shown in the Figure 9.1
(right) example, where only uni-directional saccades are noticeable. The authors
of this example automatically detect object interactions via saccadic behavior, by

Figure 9.1 (from left to right) Exemplar image showing interaction between objects (two men
talking to one another). Corresponding fixations (yellow dots) and gaze clusters: arrows
denote saccades from one fixation cluster to another, and are color coded based on the
originating cluster. Exemplar non-interactive image (two girls posing for the camera
while eating). Corresponding fixations and saccades. Figure best viewed under zoom.
(Adapted from Subramanian et al. [2011])
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computing the ratio of saccading probabilities for object pairs l , m. [Subramanian
et al. 2011]. More specifically, the saccading probability from object l to object m

is defined as P(m/l)= |Sl , m|
|Fl| , where |Sl ,m| and |Fl| respectively denote number of

saccades from l to m, and the number of fixations on object l. Then, the ratio of
back-and-forth saccades is computed as ηs =min(

P (m/l)s
P (l/m)s

, P(l/m)s
P (m/l)s

) at multiple spa-
tial scales for clustering fixations indexed by s. The spatial scale s corresponding to
argmin

s

(ηs) (implying most symmetric saccading behavior) is then deemed as the

scale at which an interaction is detected.
The above approach to detect object interactions relies purely on eye movement

patterns, and explicit correspondence between fixation clusters and scene objects
is not computed based on the implicit assumption that fixations tend to fall on
salient scene objects. The authors attempt to identify objects on which eye fixations
fall via object detectors. An improvement over this methodology, where explicit
correspondence between fixation clusters and scene objects is computed via joint
clustering of fixations and visual entities via a graph structure, is presented by
Sugano et al. [2013]. These authors define a graph structure over both eye fixations
and image super-pixels (partitions obtained on oversegmenting the image), and
this graph exploits spatial correlation between fixation clusters and visual entities.
Joint clustering is accomplished through an iterative labeling of the graph nodes
through energy minimization, and this methodology can automatically determine
the optimal number of clusters that are associated with both fixations and visual
entities. Interested readers may refer to Sugano et al. [2013] for more details.

9.2.2 Differentiating Low-intensity and High-intensity Facial Expressions
via Eye Movements
Subramanian et al. [2011] have also shown how eye movements can be combined
with visual information to distinguish between low-intensity and high-intensity
facial expressions. Again, in order to define mildly intense and highly intense
facial emotions, 12 viewers were asked to rate the intensity of the portrayed facial
expression in 60 images for which eye movement recordings were available. All the
images contained an upright and roughly frontal face captured at high resolution
as shown in Figure 9.2. Observers were required to say whether they perceived the
facial emotion as positive, neutral, or negative (termed valence in psychological
literature). If they considered the emotional valence to be positive or negative, they
were required to rate the emotional intensity on a Liekert scale of 1–7. However,
if an observer perceived a face to be neutral, the emotional intensity score was
assigned to 0. The median of the observer scores (MS) was used as a threshold to
determine whether a face was perceived as mildly or highly expressive, and faces
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Positive, MS = 2 Positive, MS = 5

Negative, MS = 2 Negative, MS = 4

Figure 9.2 Two positive emotional faces, and their fixation and saccade plots (top row: from left
to right). Two negative emotional faces and their gaze patterns (bottom row: from left
to right). Median observer score MS denoting perceived emotional intensity by the
observer is shown below for each face. (Adapted from Subramanian et al. [2011])

with MS > 3 (28/60) were considered highly emotional while the rest were deemed
to be mildly emotional. Four emotional faces (two positive and two negative), and
their corresponding MS scores, are presented in Figure 9.2.

Eye movements on these face images were then studied upon automatically
determining region-of-interest rectangles via the Viola-Jones face detector [Viola
and Jones 2004] and the neural-network based Rowley eye detector [Rowley et al.
1998] (more robust and accurate fiducial face feature detection methods such as
[Xiong and De La Torre 2013, Baltrušaitis et al. 2016] exist today). The green, red,
and blue rectangles in Figure 9.2 respectively denote the face, eye (upper face
half), and nose+mouth (lower face half) regions– detected eye centers are shown
using red dots. The second and third images corresponding to each face depict eye
movements: fixations are shown using yellow dots, while saccades originating from
the upper and lower face halves are denoted using red and green lines, respectively.
Red and green circles in the fixation plots denote centroids of the upper/lower
face half fixations, while the size of these dots indicate, density of fixations in the
respective half.

Eye tracking data for emotional faces reveals that eyes are the most salient face
regions, and a majority of the fixations appear around the eyes for mildly/mod-
erately expressive faces. However, with increase in the emotional intensity, more
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and more fixations appear in the lower face half when considerable deformations
are observed around the nose and mouth regions. Overall, fixations are more fre-
quent and longer on the interesting face regions, and saccades are likelier to occur
from a less salient to a more salient face region. A linear SVM-based binary classifi-
cation experiment to detect low-intensity and high-intensity facial emotions based
on eye movement data achieved 67.5% and 72% recognition accuracy with fixation
and saccade-based features, indicating the importance of saccades toward reveal-
ing interesting scene entities. The next section discusses how fixations serve as
implicit annotations for object locations, and contribute to the improved recogni-
tion of scene objects.

9.3 Eye Fixations as Implicit Annotations for Object Recognition
In Section 9.1, we remarked how computers, despite research developments, are
unable to understand the visual world like humans do. Scene understanding in-
volves recognition (detecting presence or absence of a certain object class), local-
ization (detection as well as demarcation of the object location via a bounding box)
and segmentation (precise estimation of an object’s spatial extent termed fore-
ground, with respect to remainder of the scene known as background) of scene
objects—and each of these problems remain unsolved at this time. The Pascal
Visual Objects Classes (VOC) challenge [Everingham et al. 2014] was initiated in
2005 with the objective of offerning a large and publicly available dataset to fur-
ther research in these areas. Of late, a number of researchers including Yun et al.
[2013] and Papadopoulos et al. [2014] have employed eye fixations as implicit an-
notations to facilitate model synthesis from the VOC dataset. Nevertheless, some
disagreement exists between researchers as to whether fixations obtained during
free-viewing (examining visual scenes without any pre-defined task) or visual search
(where the viewer is explicitly instructed to look out for instances of certain target
classes) provide optimal annotations.

To this end, Gilani et al. [2015] examine how free-viewing (FV) and visual search
(VS) tasks affect fixations on target scene objects. They compile the PET or Pascal
animal classes Eye Tracking database,2 which comprises eye movement recordings
for the bird, cat, cow, dog, horse, and sheep training+validation (or trainval) sets
from the VOC2012 dataset. In PET, eye movements are recorded for both FV and VS
conditions from 40 observers who viewed each image for 2 seconds, so that four user
gaze patterns are available per image and condition. The six animal object classes,

2. http://vintage.winklerbros.net/pet.html

http://vintage.winklerbros.net/pet.html
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out of a total of 20 classes in the VOC2012 image set, were chosen because: (i) animal
classes such as cats, dogs, and birds are challenging to detect using supervised
learning methods owing to large intrinsic shape and textural variations [Parkhi
et al. 2011]; and (ii) it would be advantageous to exploit human visual perception for
recognizing these object classes, as psychophysical studies (e.g., Judd et al. [2009])
have noted our propensity to sense animals that are both predators and prey. We
now describe this study in detail.

9.3.1 Materials and Methods
Stimuli and Participants. 4135 images from the Pascal VOC2012 dataset
[Everingham et al. 2012] were used for this study. These images contained one or
more examples of the bird, cat, cow, dog, horse, and sheep animal object classes,
and also humans. 2549 images contained exactly a solitary instance of the tar-
get classes, while 1586 images contained either multiple examples of the animal
classes, or a mixture of animals and humans. Specifically considering images with
multiple animal instances, the mean number of animals per image was 3.1±2.7,
which covered 0.45±0.28 of the image area based on rectangular bounding box
annotations available with the VOC dataset. 40 university students (18–24 years, 22
males) participated in the experiments.

Experimental Procedure. The eye-tracking experiment lasted for about 40 minutes,
and was performed over two blocks with a short break in-between. Participants
viewed about 800 images in these two blocks, with each image displayed for 2 s,
and followed by a blank screen for 0.5 s. All observers were instructed to free-view
images in the first block, and to “detect all animals in the scene” (visual search) for
the second block. The VS block was always scheduled after the FV block to avoid a
viewing bias. To maximize viewer engagement, a few distractor images that did not
contain even a single instance of the target animal classes were also included in
each block. The set of images in the FV and VS blocks was counterbalanced across
viewers, and the images within each block were shown randomly. All images were
shown at 1280 × 1024 pixel resolution on a 17′′ LCD monitor placed about 60 cm
from the viewer. Eye movements were recorded using a Tobii desktop eye tracker,
with a 120-Hz sampling frequency and accuracy of within 0.4◦ visual angle upon
calibration.

9.3.2 Eye Movement Behavior During Free-viewing and Visual Search
Fixation density maps (or heat maps) qualitatively reveal scene regions that capture
the viewer’s visual attention, and also provide a measure of attention dispersion
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Free-viewing Visual search Free-viewing Visual search Free-viewing Visual search

Figure 9.3 Recorded eye fixations and fixation density maps for the six animal categories (two per
column) considered in PET.

in the scene. Figure 9.3 presents fixation density maps for the six PET animal
classes. Considering pairs of rows, the top row shows eye fixations made by viewers
for the FV and VS tasks, while the bottom row presents the corresponding heat
maps obtained on convolving fixated scene locations with a Gaussian kernel of 2◦

visual angle bandwidth. Visual inspection of Figure 9.3 reveals that relatively similar
density maps are obtained for both the FV and VS conditions, and that faces attract
maximal visual attention.

Bounding box annotations for the animal classes are available as part of the Pas-
cal VOC dataset. Utilizing bounding box coordinates in scenes containing multiple
instances of the target classes, and specifically considering the first five fixations
made by each viewer,3 the authors computed:

1. the proportion of fixations falling within the bounding rectangles, which was
found to be 0.33± 0.26 for both the FV and VS conditions

3. The first five fixations were considered since they best convey observer intent.
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2. the proportion of animal instances that had at least one fixation falling on
them, which was again equal to 0.73± 0.26 for both conditions

3. the time taken by each user to fixate on at least half of the target objects,
known as saccadic latency (Saccadic latency for VS (0.40 ± 0.34) was found
to be lower than for FV (0.48± 0.35), and an independent t -test revealed that
this difference was highly significant (p < 0.000001).)

4. the average duration for which each animal object was fixated in the two
conditions—the mean durations for the FV and VS conditions were 0.51±
0.26 and 0.47± 0.28, and this difference was again found to be highly signif-
icant (p < 0.000001)

Finally, the proportion of fixations falling within the target rectangles was found
to be roughly equal in the FV and VS conditions for each of the animal classes, as
seen in Figure 9.4(a).

Moving on from overall statistics, fine-grained analysis of gaze patterns was per-
formed in the FV and VS conditions. Examining the duration of each fixation made
by users in the two conditions, the first few fixations were longer and followed by
progressively shorter fixations, as seen in Figure 9.4(b). Consistent with the overall
statistics, per-fixation durations for FV were consistently higher as compared to VS
up to the sixth fixation, while subsequent fixations were similar in duration.

Recurrence Quantification Analysis (RQA). Anderson et al. [2013] examines the dy-
namics of a single scan path, and is useful for measuring the compactness in
viewing behavior. Compactness is quantified in terms of recurrence—the number
(or proportion) of fixations repeated on previously fixated locations; determinism—
proportion of recurrent fixation sequences representing repeated gaze trajectories;
laminarity—denoting the proportion of fixations in a region being repeatedly fix-
ated, and center of recurrent mass (CROM)—which measures the time interval
between recurrent fixations. Based on RQA, viewing behavior during VS was found
to be significantly more compact than during FV, in terms of all the four considered
measures (p < 0.01 with two-tailed t -tests). In multimatch analysis [Foulsham et al.
2012], the sequence of fixations made by a viewer is treated as a vector denoting the
scan path. Then, the set of scan paths obtained for two different conditions are pro-
cessed to quantify the inter-conditional differences via saccade shape, length and
direction, fixation locations and durations. The algorithm returns a similarity score
in the range [0–1]. Figure 9.4(c) illustrates similarity among the above measures for
the FV and VS tasks (considering all observers and images). Gaze behavior in both
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Figure 9.4 (a) Class-wise distribution of fixation proportions (in %) on animal object classes.
(b) Comparing per-fixation durations (μ± σ shown) for the FV and VS conditions.
(c) Multimatch similarity scores between the FV and VS conditions with standard
errors plotted. (d) Contrast values at fixated locations as a function of fixation order
(ordinal fixation number). Figure best viewed under zoom. (Adapted from Gilani et al.
[2015])

conditions is similar in a number of respects, and differences are observed only
with respect to saccade direction and fixation duration.

The fact that luminance contrast guides visual attention for natural scenes is
well known in the literature [Krieger et al. 2000, Parkhurst and Niebur 2003, Peters
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et al. 2005], and many computational models [Itti et al. 1998, Rajashekar et al. 2008]
use it as a key feature for computing saliency maps. Hypothesizing that FV is more
likely to be guided by bottom-up factors as compared to VS, contrast analysis was
performed to quantify any observable differences in the fixated location properties,
within and between the FV and VS conditions. The contrast C is defined as the local
standard deviation in pixel intensities of square patches centered at the N fixation
locations, normalized by the image mean intensity as defined below. We considered
local patches of size 20 × 20 pixels,

C = Ī−1N−1
∑

k

√√√√ ∑
(i ,j)∈∏

k

(Ii ,j − Īk)
2,

where Ii ,j is the pixel intensity at location (i , j) in the image I , Īk is the mean
intensity of the patch

∏
k centered at k, and Ī is the global mean intensity.

Within the FV and VS conditions, the contrast measure was computed across
observers and images according to ordinal fixation number (1, 2, 3, . . .). A repeated-
measures ANOVA for the FV and VS conditions was performed to determine if there
were (contrast-based) differences among the locations fixated over time, as given
by the ordinal fixation numbers. ANOVA revealed the main effect of contrast on
viewing behavior over time for FV (F(6, 27818)= 19.34, p < 0.001). However, the
impact of contrast on fixation behavior was not significant for the VS condition
(F(6, 23367)= 0.46, n.s.). This implies that while viewers start by fixating at low-
contrast locations in both conditions, they subsequently move to locations with
higher-contrast during FV, consistent with a bottom-up visual attention model.
While higher contrast regions are also chosen in the VS condition, the relative dif-
ference in contrast is not significant as visual attention is guided by the semantics
related to the search prior. A post-hoc multiple comparison test, which enables fine-
grained examination of contrast influence on fixation behavior, showed a consis-
tent difference in contrast between ordinal fixation numbers for the FV condition.
More specifically, the mean contrast value significantly varies with respect to the
first fixation for five subsequent fixations in the FV condition. However, none of the
subsequent fixations correspond to a significantly different contrast value for VS.

To examine overall differences in fixating behavior between the two conditions,
contrast statistics between the two conditions were compared. To this end, fixations
across all viewers and images were grouped according to ordinal number as earlier,
and the mean contrast values for the FV and VS conditions were compared as
shown in Figure 9.4(d). Clearly, viewers select locations of higher contrast in the FV
condition (μ= 0.36 ± 0.01) as compared to VS (μ= 0.35± 0.01), which confirms
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the hypothesis that low-level sensory information guides visual attention during
free-viewing, while semantics drive attention during visual search.

9.3.3 Discussion
Examination of viewing behavior in the FV and VS conditions reveals that observers
focused on target animal objects more quickly (lower saccadic latency) and showed
greater urgency in scanning the scene (lower overall fixation and per-fixation dura-
tion) during visual search. The recurrence quantification and multimatch analyses
revealed differences in terms of saccade direction, and the compactness of fixated
locations in the two tasks. The fact that scan paths were found to be more compact
during VS suggests that viewers tended to recurrently traverse (what they perceived
as) informative scene regions instead of being guided by low-level scene elements.
This hypothesis was further confirmed via contrast analysis. Examining contrast
values at fixated locations within the FV and VS conditions, contrast differences
over time were significant during FV. Also, analyzing contrast values over the two
conditions, locations fixated during FV had consistently higher contrast as com-
pared to locations fixated over time during VS. Collating the above results, we make
the following comments regarding the suitability of FV and VS for priming fixation
behavior.

. The visual search task motivates viewers to preferentially focus on designated
targets (animals), and traverse the scene with more urgency in comparison
to free-viewing.

. There is little difference between the FV and VS conditions in terms of the at-
tention devoted to the target objects, as the proportion of fixations observed
on target objects as well as the proportion of target objects fixated are very
similar in both. Therefore, one would normally not expect much difference
in performance if the fixated locations were to be used for model training.
Nevertheless, the target specificity and compactness observed for the search
task indirectly facilitates the learning of purer (less noisy) signatures for ob-
ject recognition as described next.

9.3.4 Object Recognition with Fixation-based Annotations
The bag-of-words model4 is extremely popular for object recognition. However, it
does not encode any spatial information. Spatial pyramid histogram representation
is a more sophisticated approach in this respect, as it includes spatial information

4. http://en.wikipedia.org/wiki/Bag-of-words_model

http://en.wikipedia.org/wiki/Bag-of-words_model
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for object recognition and consists of two steps: coding and pooling. The coding
step involves point-wise transformation of descriptors to a representation better
adapted to the task, while the pooling step combines outputs of several nearby
feature detectors to synthesize a local or global bag of features. Pooling is employed
to (i) achieve invariance to image transformations, (ii) arrive at more compact
representations, and (iii) achieve better robustness to noise and clutter. However,
spatially pooled regions are naively defined and spatial pyramid match [Yang et al.
2009] works by partitioning the image into increasingly finer sub-regions, and
computing histograms of local features within each sub-region. These regions are
usually squares which are sub-optimal for object recognition due to the inclusion of
unnecessary background information. Given that viewers tend to fixate on salient
(foreground) regions, fixated locations provide a valuable cue regarding the image
features to be used for learning. Therefore, Gilani et al. [2015] pool features from
regions around fixated locations instead of the entire image. Figure 9.5 illustrates
the architecture of fixation-based feature pooling.

30

30

Figure 9.5 Feature pooling based on fixated locations: Green dots denote eye fixations. SIFT
features are pooled within a window of size 30×30 around the fixated location. (Adapted
from Gilani et al. [2015])
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Linear spatial pyramid matching with sparse coding [Yang et al. 2009] has been
successfully employed for object recognition. Sparse coding has been shown to find
succinct representations of stimuli, and model data vectors as a linear combination
of a few dictionary codewords. Adopting sparse coding in the coding stage, different
pooling strategies are evaluated in Gilani et al. [2015]. Sparse coding is defined as:

min
D,C

‖X − CD‖2
F
+ λ1‖C‖1

s.t. Dj.D
T
j ≤ 1, ∀j = 1, . . . , l ,

where X = [x1, x2, . . . , xn]T ∈ Rd×n, xi is the d-dimensional feature vector, and n is
the number of training samples. D ∈ Rl×d is an overcomplete dictionary (l > d)
with l prototypes. C ∈ Rn×l corresponds to the sparse representation of X. λ1 is
the regularization parameter, while Dj denotes the j -th row of D. The sparsity
constraint prevents the learned dictionary from being arbitrarily large. Popular
pooling strategies are average and max pooling. Average pooling is defined as
p = 1

m

∑m
i=1 ci, while max pooling is defined as pk = max{∣∣c1k

∣∣ ,
∣∣c2k

∣∣ , . . . ,
∣∣cmk

∣∣},
where pk is the k-th element of p, cij is the element at position (i , j) in C. m is the
local number of local descriptors in the considered image region.

Experimental Results. Instead of pooling features from a regular spatial pyramid,
Gilani et al. [2015] pooled sparse representations of scale-variant feature transform
(SIFT) and color (CSIFT) features [Abdel-Hakim and Farag 2006] within a 30 × 30
window around fixated locations. Compared with conventional SIFT, CSIFT does
not just embed color information in the descriptors, but also provides them ro-
bustness with respect to color variations as well as geometrical changes. Table 9.1
compares the impact of different pooling strategies on animal recognition over PET
images using SIFT and CSIFT descriptors. All experiments were repeated five times
and average accuracies and standard deviations reported. A linear SVM classifier
was used as in Yang et al. [2009] and, as with their findings, for the baseline im-
plementation that does not use fixation information, max pooling based on sparse
codes generally outperforms average pooling on PET. When feature pooling is per-
formed around fixated locations, max pooling achieves the best results on four
animal classes with SIFT, and on three classes with CSIFT. A mean improvement
of 3% in recognition performance is achieved via SIFT feature pooling around fix-
ations with respect to max pooling over a regular spatial pyramid. A further 2%
performance improvement is achieved with CSIFT, confirming that color is an im-
portant feature for recognizing animal objects. It is worth noting here that color
is extremely useful for constructing both low-level visual features and high-level
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saliency features. With fixation annotations incorporated, max pooling again out-
performs average pooling for both SIFT and CSIFT. Finally, given the compactness
of gaze patterns and the propensity of viewers to repeatedly fixate on target objects
in the visual search task, 1–2% better recognition accuracy is achieved with eye fix-
ations recorded during VS. This improvement can be attributed to cleaner target
features available with semantically driven fixations, as compared to FV fixations
that are more spread out and guided by bottom-up factors.

To summarize the results of the study, Gilani et al. [2015] compare eye move-
ments acquired under the FV and VS conditions and noted the following. (1)!While
viewers are quicker at fixating on target animals and show greater urgency to scan
the scene when instructed to perform visual search, the proportion of fixations on
targets is similar for both conditions. (2)!Objective measures computed via multi-
match, recurrent quantification analysis, and contrast analysis confirm that viewer
scan paths are more compact and semantically driven during visual search, while
free-viewing trajectories are more exploratory and influenced by low-level scene
properties. (3) In spite of the target animals receiving roughly equal attention in
both conditions, the compactness of scan paths during VS allows for the learning
of purer object signatures for recognition. Finally, enhanced animal recognition
is noted when SIFT and CSIFT descriptors pooled from around the fixated loca-
tions are employed for learning target signatures. CSIFT outperforms SIFT, as it is
more robust to geometrical changes. The following section describes how implic-
itly compiled physiological signals from users enable emotion and personality type
recognition.

9.4 Emotion and Personality Type Recognition
via Physiological Signals
The previous sections described how eye movements are useful for scene under-
standing and object recognition. Eye movements are also known to be indicators
of emotional content. Before proceeding, it is important to define the categori-
cal and dimensional models of emotion. The categorical model of emotions was
proposed by Ekman [1992], and concludes that six basic emotions are universally
recognizable, namely, anger, disgust, fear, happiness, sadness, and surprise. Nev-
ertheless, psychologists prefer to work with dimensional models of emotion in
practice, among which the circumplex emotion model proposed by Russell [1980]
is most popular. This model proposes that emotions lie on a two-dimensional
plane spanned by the valence and arousal dimensions. Valence characterizes the
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perceived emotion as pleasant or unpleasant, while arousal describes emotional
intensity. We will limit ourselves to the circumplex emotion model in this section.

Among other research that has examined the relationship between eye move-
ments and emotions, Subramanian et al. [2014] investigate the influence of emo-
tions on eye movements and memory for the gist and details of movie scenes.
Their study observes systematic differences in eye movements for neutral and emo-
tional clips, and concludes that emotional content attracts visual attention and
strengthens memory for scene gist, while weakening memory for scene details. R.-
Tavakoli et al. [2015] study the effectiveness of ten eye-movement based features for
predicting scene valence. From their experiments, they conclude that fixation in-
formation and angular behavior of eye movements are the main valence indicators.
In a recent multimedia study examining optimal points for inserting emotional ad-
vertisements within affective videos, Yadati et al. [2014] measure pupillary dilation
as a proxy for induced arousal.

As mentioned earlier, implicit cues acquired from users can reveal information
regarding the media they are interacting with, as well as the users themselves. This
section describes a recent study by Wache et al. [2015], designed to simultaneously
recognize (i) the emotion conveyed by movie clips and (ii) the big-five personality
traits of users viewing the clips. The big-five or five-factor model [Costa and Mc-
Crae 1992] describes human personality in terms of five dimensions—extraversion
(sociable vs. reserved), neuroticism or the degree of emotional stability (nervous
vs. confident), agreeableness (compassionate vs. dispassionate), conscientiousness
(dutiful vs. easy-going), and openness (curious/creative vs. cautious/conservative).
A correlation between individuals’ emotional behavior and personality traits was
posited in H. J. Eysenck’s personality model [1947]. Eysenck posited that (i) extraver-
sion is accompanied by low cortical arousal (i.e., extraverts require more external
stimulation than introverts), and (ii) neurotics become very easily upset or nervous
due to minor stressors, while emotionally stable persons remain composed under
pressure.

The influence of personality differences on users’ affective behavior is examined
in Wache et al. [2015], and emotion and personality recognition from physiologi-
cal signals is attempted in this work.5 More specifically, user-expressed emotions
and personality traits are characterized via heart rate, skin conductance, and brain
(EEG) and facial activity patterns observed while viewing affective movie clips. This
methodology of estimating personality traits from affective behavior is different

5. An extension of this work has been published in Subramanian et al. [2016].
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from traditional methods that model personality traits based on (1) questionnaires
or self-reports [Argamon et al. 2005], or (2) behavioral signals (typically non-verbal)
acquired from social settings [Zen et al. 2010, Lepri et al. 2012, Subramanian et al.
2013, Alameda-Pineda et al. 2016b]. Furthermore, two aspects are unique to Wache
et al. [2015]: (a) their study uses movie clips which are inherently intended to evoke
emotions (and movie genres such as thriller, comedy, or horror are expressly de-
fined by the emotions they evoke); and (b) they use commercial and wearable sen-
sors for measuring physiological responses to ensure naturalistic user experience
for ecological validity, and scalablity for large-scale personality profiling. The de-
tails of this study are as follows.

9.4.1 Materials and Methods
An overview of the emotion and personality recognition framework employed by
Wache et al. [2015] is presented in Figure 9.6 (top). To study the personality–affect
relationship, physiological responses of 36 users in the form of the EEG brain
signal and peripheral bio-signals (such as electrocardiogram (ECG) for measuring
heart rate, galvanic skin response (GSR) for measuring skin conductance, and facial
movements) were recorded as they viewed 36 affective movie clips used in Abadi
et al. [2015]. Explicit feedback in the form of arousal, valence, liking, engagement,
and familiarity ratings was obtained after subjects viewed each movie clip, but only
arousal and valence ratings were analyzed in this study. Users’ personality measures
for the big-five dimensions were compiled using a big-five marker scale (BFMS)
questionnaire [Perugini and Di Blas 2002]. 36 university students (mean age = 29.2,
12 female) who were habitual Hollywood movie watchers participated in the study,
and all subjects were fluent in English.

Materials. One PC with two monitors was used for the experiment. One monitor
was used for video clip presentation at 1024× 768 pixel resolution with 60 Hz screen
refresh rate, and was placed roughly one meter in front of the user. The other
monitor allowed the experimenter to check the recorded sensor data. Following
informed consent, physiological sensors were positioned on the user’s body as
shown in Figure 9.7(a). The GSR sensor (highlighted in green) was tied to the left
wrist, and two electrodes were fixed to the index and middle finger phalanges. Two
measuring electrodes for ECG (shown in red) were placed at each arm crook, with
the reference electrode placed at the left foot. A single dry-electrode EEG device
(marked in blue) was placed on the head like a normal headset, with the EEG
sensor touching the forehead and the reference electrode clipped to the left ear.
EEG data samples were logged using the Lucid Scribe software, and all sensor
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data were recorded via Bluetooth. Also, a webcam was used to record facial activity.
Synchronized data recording, pre-processing, and analyses were performed using
MATLAB Psychtoolbox.6

Protocol. Each user performed the experiment in a session lasting about 90 min-
utes. Viewing of each movie clip was denoted as a trial. After two practice trials
involving clips that were not part of the actual study, users watched movie clips
randomly shown in two blocks of 18 trials, with a short break in-between to avoid
fatigue. In each trial (Figure 9.6 (bottom)), a fixation cross was displayed for four
seconds followed by clip presentation. On viewing each clip, users provided their
affective ratings within a time limit of 30 seconds as described below. Participants
also completed a personality questionnaire after the experiment.

Stimuli. 36 movie clips used in Abadi et al. [2015] were adopted for this study.
These clips are between 51–127 sec long (μ =80, σ =20), and are shown to be
uniformly distributed (9 clips per quadrant) over the AV plane by Abadi et al. [2015].

Affective Ratings. For each movie clip, valence (V) and arousal (A) ratings were
compiled reflecting the user’s first impression. A 7-point scale was used with a
−3 (very negative) to 3 (very positive) scale for V, and a 0 (very boring) to 6 (very
exciting) scale for A. Ratings concerning engagement, liking, and familiarity were
also acquired, but are not analyzed in this work. Mean user AV ratings for the 36
clips are plotted in Figure 9.7(b), and are color coded based on the ground-truth
ratings provided in Abadi et al. [2015]. Affective ratings form a C-shape in the AV
plane, consistent with prior studies [Koelstra et al. 2012, Abadi et al. 2015].

Personality Scores. Participants also completed the big-five marker scale (BFMS)
questionnaire [Perugini and Di Blas 2002], which has been used in many personality
recognition studies [Zen et al. 2010, Lepri et al. 2012, Subramanian et al. 2013]. Per-
sonality trait distributions along the big-five dimensions are shown in Figure 9.7(c).

9.4.2 Physiological Feature Extraction:
Affective physiological features corresponding to each trial over the final 50 seconds
of stimulus presentation were extracted, owing to two reasons: (1) The clips used
in Abadi et al. [2015] are not emotion-wise temporally homogeneous, but are more
emotional toward the end. (2) Some employed features (see Table 9.2) are non-
linear functions of the input signal length, and fixed time-intervals needed to be

6. http://psychtoolbox.org/

http://psychtoolbox.org/
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Table 9.2 Extracted features for each modality

Modality Extracted features

ECG (32) Ten low-frequency ([0–2.4] Hz) power spectral densities
(PSDs); four very slow response (VSR [0–0.04] Hz) PSDs; IBI,
HR, and HRV statistics.

GSR (31) Mean skin resistance and mean of derivative, mean
differential for negative values only (mean decrease rate
during decay time), proportion of negative derivative
samples, number of local minima in the GSR signal, average
rising time of the GSR signal, spectral power in the [0–2.4] Hz
band, zero crossing rate of skin conductance slow response
(SCSR) [0–0.2] Hz, zero crossing rate of skin conductance
very slow response (SCVSR) [0–0.08] Hz, mean SCSR and
SCVSR peak magnitude

Frontal EEG (88) Average of first derivative, proportion of negative differential
samples, mean number of peaks, mean derivative of the
inverse channel signal, average number of peaks in the
inverse signal, statistics over each of the 8 signal channels
provided by the Neurosky software

EMO (72) Statistics concerning horizontal and vertical movement of
12 motion units (MUs) specified in Joho et al. [2011]

Feature dimension stated in parentheses.

Statistics denote mean, standard deviation (std), skewness, kurtosis of the raw feature over time,
and % of times the feature value is above/below mean±std.

considered as the movie clips were of varying lengths. A brief description of the
extracted physiological features follows.

Galvanic Skin Response (GSR). GSR measures transpiration rate of the skin. When
two electrodes are positioned on the middle and index fingers’ phalanges and a
small current is sent through the body, resistance to current flow changes with
the skin transpiration rate. Most of the GSR information is contained in low-
frequency components, and the signal is recorded at 100 Hz sampling frequency
with a commercial and portable Bluetooth sensor. Following Kim and Andre [2008],
Koelstra et al. [2012], and Soleymani et al. [2012], 31!GSR features are extracted as
listed in Table 9.2.

Electroencephalography (EEG). EEG measures changes in the skull’s electrical field
produced by brain activities, and information is encoded in the EEG signal ampli-
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Table 9.3 Mean correlations between personality scales and user V
and A ratings for all movie clips

Ex Ag Con ES Open

Arousal −0.15 a −0.05 −0.04 0.07 −0.08 a

Valence 0.22 a 0.16 −0.06 0.08 0.15

a. Denotes significant correlations (p < 0.01) obtained using Fisher’s
method.

tude as well as in certain frequency components. A commercial, single dry-electrode
EEG sensor7 is used in this work, which records eight information channels sam-
pled at 32 Hz. The recorded information includes frontal lobe activity, level of facial
activation, and eye-blink rate and strength, which are relevant emotional responses.

Electrocardiogram (ECG). Heart rate characteristics have been routinely used for
user-centered emotion recognition. R-peak detection on the ECG signal is per-
formed to compute users’ inter-beat intervals (IBI), heart rate (HR), and the heart
rate variability (HRV). Also, power spectral density (PSD) is extracted in low fre-
quency bands as in Kim and Andre [2008] and Soleymani et al. [2012].

Facial landmark trajectories (EMO). A facial feature tracker [Joho et al. 2011] is used
to compute displacements of 12 interest points or motion units in each video frame.
Six statistical measures for each landmark are computed to obtain a total of 72
features (Table 9.2).

9.4.3 Personality Scores vs. Affective Ratings
From the personality scores and affective ratings compiled in the user study, the
authors examined relationships between valence (V) and arousal (A) ratings and
personality trait scores in the context of hypotheses put forth in literature. (i) Cor-
relations between users’ personality scales and V and A ratings were computed for
each movie clip, and significant correlations were determined according to Fisher’s
method (Table 9.3); (ii) Personality measures were dichotomized based on the me-
dian score for each dimension to determine high/low trait groups (e.g., extraverts
and introverts), and the affective ratings of each group were studied. Details of the
analyses are as follows.

7. www.neurosky.com
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Extraversion vs. Arousal and Valence. The correlation between extraversion (Ex)
and arousal (A) has been investigated in many studies: EEG measurements in
Stenberg [1992], signal detection analysis in Gupta and Nicholson [1985], and
fMRI analysis in Kehoe et al. [2012] have shown lower arousal in extraverts as
compared to introverts, consistent with Eysenck’s theory. Also, Ex has been found to
correlate with positive valence (V) in a number of studies [Costa and McCrae 1980].
Correlation analyses presented in Table 9.3 confirm a slight but significant negative
correlation between Ex and A as noted previously. Likewise, a significant positive
correlation is noted between Ex and V mirroring prior findings. Therefore, previous
observations connecting Ex and affective behavior are evidenced by the data.

Neuroticism vs. Arousal. The relationship between Neuroticism (Neu) and A has
been extensively studied and commented on; a positive correlation between Neu
and A is revealed through fMRI responses [Kehoe et al. 2012], and EEG analysis
[Stenberg 1992] reinforces this observation especially for negative valence stim-
uli. Ng [2009] further remarks that neurotics experience negative emotions more
strongly than emotionally stable persons. As correlation observed between Neu
scores and A ratings in Table 9.3 is not significant, t -tests were used to compare
mean A ratings provided by the neurotic and emotionally stable (ES) groups upon
dichotomization of the Neu scale via the median score (which was midway be-
tween extremes, resulting in equal-sized groups). To examine if the data suggested
a positive correlation between Neu and A, authors performed a left-tailed t -test
comparing the A ratings of the ES and neurotic groups. The test revealed a sig-
nificant difference in A ratings for high A clips (t (34)=−1.8058, p = 0.0399), and
a marginally significant difference for low A clips (t (34) = −1.4041, p = 0.0847).
Quadrant-wise distributions of A ratings for the ES and neurotic groups are pre-
sented in Figure 9.8(a). Quadrant-wise comparisons show that neurotics generally
experience higher A than ES subjects. Left-tailed t -tests confirm the significantly
higher A ratings provided by neurotics for HAHV (t (16) = −2.5828, p < 0.0100)
clips, and marginally higher A ratings for LALV (t (16)=−1.6077, p = 0.0637) and
HALV (t (16)=−1.3859, p = 0.0924) clips. No difference however was observed for
LAHV clips (t (16)=−0.9946, n.s.). In general, the analyses reveal that Neu is asso-
ciated with higher A.

Neuroticism vs. Valence. Differing observations have been made regarding the
relations between Neu and V. A negative correlation between Neu and positive V
is observed in Kehoe et al. [2012], while a positive relationship between the two for
low A stimuli is noted in Tok et al. [2010]. Ng [2009] remarks that the Neu-V relation
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is moderated by situation– while neurotics may feel less positive in unpleasant
situations, they experience positive emotions as strongly as ES subjects in pleasant
conditions. As no significant correlation between Neu and V is noted in Table 9.3, V
ratings of the neurotic and ES groups are examined. Very similar V ratings are noted
for high/low valence clips. Quadrant-wise V rating comparisons (Figure 9.8(b))
reveal that neurotics feel slightly more positive than ES subjects on viewing HAHV
clips but the difference is not significant (t (16) = −1.489, p = 0.1558). Overall,
analyses do not reveal any definitive relationship between Neu and V.

Openness vs. Arousal and Valence. Tok et al. [2010] note a positive correlation
between Openness (Op) and V under low arousal conditions, which is attributed
to the intelligence and sensitivity of creative individuals,8 enabling them to better
appreciate subtly emotional stimuli. To examine this hypothesis, the authors used
right-tailed t -tests comparing V and A ratings of the groups open and closed to
experience upon dichotomization. Very similar V ratings were noted for the open
and closed groups. Quadrant-based comparisons revealed that open individuals
experienced only slightly higher V while viewing low arousal, high valence (LAHV)
clips (t (16) = 1.4706, p = 0.0804). A significant and slightly negative correlation
between Op and A can be noted from Table 9.3. Focusing on A ratings of open
vs. closed groups, marginally different A ratings (t (34)=−1.5767, p = 0.0621) are
noted for high arousal stimuli. Left-tailed t -tests for quadrant-based comparisons
(Figure 9.8(c)) revealed that closed individuals experienced significantly higher
A for high arousal, low valence (HALV) clips (t (16) = −1.9834, p = 0.0324), and
slightly higher A for high arousal, high valence (HAHV) clips (t (16)=−1.5402, p =
0.0715). In summary, there is a negative relationship between Op and A, and a
slightly positive relationship between Op and V as noted in Tok et al. [2010].

Agreeableness and Conscientiousness. Comparison of A ratings of the agreeable
and disagreeable groups (Figure 9.8(d)) revealed that agreeable individuals are
generally less aroused by LV videos (t (34)=−2.1859, p = 0.0358). Quadrant-based
analyses also show that disagreeable individuals felt more aroused by HALV (t (16)=
−2.5493, p= 0.0214), and marginally more aroused low arousal, low valence (LALV)
(t (16) = −2.0976, p = 0.0522) clips. Conscientiousness scale differences did not
significantly influence the V and A ratings in any manner.

8. Creativity strongly correlates with openness [Mervielde et al. 1998].
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Table 9.4 Affective state recognition from physiological signals with linear SVM and naive
Bayes (NB) classifiers

ECG GSR EMO EEG Peripheral Wt
est

SVM NB SVM NB SVM NB SVM NB SVM NB SVM NB Class Ratio

Arousal 0.54 0.58 0.52 0.58 0.55 0.60 0.59 0.61 0.56 0.62 0.62 0.62 0.50

Valence 0.55 0.58 0.52 0.57 0.58 0.62 0.60 0.62 0.55 0.62 0.64 0.64 0.50

Mean F1-scores over all participants for the four modalities, peripheral signals (ECG + GSR), and late fusion (Wt
est)

are shown.

Baseline F1-score is 0.5. Maximum unimodal F1-scores are shown in bold.

9.4.4 Emotion and Personality Recognition from Physiological Signals
In the previous section, a direct correlation with affective ratings was noted only for
the Ex and Op traits. For the other traits, the influence of personality differences on
users’ affective behavior was revealed only via quadrant-wise comparisons, where
affective ratings of the high and low trait groups for emotionally similar clips were
examined. While affective ratings represent an explicit or conscious reflection of
one’s emotional state, it would be reasonable to expect physiological responses to
implicitly convey the same information, and thereby reveal personality differences.
Wache et al. [2015] attempt emotion and personality recognition from physiologi-
cal features, and these results are tabulated in Table 9.4 and Table 9.5.

Emotion and Personality Trait Recognition. As the work of Wache et al. [2015] ex-
clusively uses commercial sensors for examining users’ physiological behavior, the
authors follow a procedure identical to DEAP [Koelstra et al. 2012] to benchmark
their results with prior affective studies employing lab-grade sensors. To this end,
the most discriminative physiological features are first identified for each modality
using Fisher’s linear discriminant with a threshold of 0.3. Features corresponding
to each user are then fed to the naive Bayes (NB) and linear SVM classifiers as shown
in Table 9.4. A leave-one-out cross-validation scheme is employed, where one video
is held out for testing, while the other videos are used for training. The best mis-
classification cost parameter C for linear SVM is determined via grid search over
[10−3, 103], again using leave-one-out cross-validation.

Table 9.4 presents the mean F1-scores over all users, obtained using the NB and
SVM classifiers with unimodal features and the decision fusion (Wt

est) technique
described in Koelstra and Patras [2013]. In decision fusion, the test sample label is
computed as

∑4
i=1 α∗

i
tipi. Here, i indexes the four modalities used in this work, pi’s

denote posterior SVM probabilities, {α∗
i
} are the optimal weights maximizing the
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Table 9.5 Personality trait recognition considering affective responses to (a) all, and
(b) emotionally homogeneous stimuli

Extravert Agreeable Conscient Em. Stab. Open

Videos Method acc F1 acc F1 acc F1 acc F1 acc F1

All ECG 0.45 0.43 0.42 0.37 0.45 0.31 0.52 0.50 0.55 0.54

GSR 0.15 0.14 0.42 0.34 0.39 0.28 0.24 0.20 0.91 0.91

EMO 0.61 0.59 0.42 0.34 0.12 0.11 0.42 0.37 0.27 0.26

EEG 0.36 0.34 0.39 0.28 0.15 0.13 0.55 0.50 0.55 0.50

Wt
est 0.61 0.60 0.42 0.39 0.45 0.31 0.64 0.63 0.91 0.91

HAHV ECG 0.69 0.69 0.75 0.75 0.19 0.18 0.63 0.63 0.06 0.06

GSR 0.59 0.59 0.78 0.78 0.25 0.25 0.31 0.29 0.78 0.78

EMO 0.31 0.31 0.84 0.84 0.41 0.41 0.47 0.44 0.22 0.21

EEG 0.09 0.09 0.72 0.72 0.34 0.34 0.41 0.39 0.53 0.53

Wt
est 0.78 0.78 0.84 0.84 0.56 0.56 0.69 0.69 0.78 0.78

HALV ECG 0.45 0.45 0.76 0.76 0.34 0.26 0.45 0.41 0.55 0.55

GSR 0.72 0.72 0.72 0.72 0.55 0.55 0.21 0.19 0.69 0.69

EMO 0.38 0.34 0.38 0.37 0.38 0.34 0.52 0.51 0.62 0.62

EEG 0.34 0.32 0.24 0.23 0.69 0.69 0.31 0.29 0.62 0.61

Wt
est 0.72 0.72 0.79 0.79 0.76 0.76 0.55 0.54 0.69 0.69

LAHV ECG 0.45 0.39 0.32 0.31 0.42 0.34 0.55 0.45 0.58 0.56

GSR 0.32 0.27 0.45 0.44 0.42 0.34 0.42 0.30 0.77 0.77

EMO 0.65 0.63 0.26 0.23 0.65 0.64 0.65 0.63 0.29 0.25

EEG 0.32 0.30 0.65 0.63 0.65 0.62 0.52 0.52 0.68 0.67

Wt
est 0.68 0.67 0.68 0.67 0.65 0.64 0.74 0.74 0.81 0.81

LALV ECG 0.50 0.49 0.20 0.20 0.13 0.13 0.37 0.27 0.30 0.29

GSR 0.27 0.26 0.23 0.23 0.33 0.33 0.60 0.57 0.63 0.63

EMO 0.43 0.43 0.47 0.46 0.27 0.27 0.30 0.26 0.17 0.16

EEG 0.33 0.33 0.00 0.00 0.10 0.10 0.67 0.66 0.37 0.35

Wt
est 0.57 0.54 0.53 0.53 0.33 0.33 0.70 0.69 0.63 0.63

HAHV = High Arousal, High Valence; HALV = High Arousal, Low Valence; LAHV = Low Arousal, High Valence;
LALV = Low Arousal, Low Valence.

Maximum F1-scores with unimodal and multimodal methods are shown in bold.
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F1-score on the training set, and ti = αiFi/
∑4

i=1 αiFi, where Fi denotes the F1-score
obtained on the training set with the ith modality. An equal number of high/low
A and V clips are used in the study, implying a class ratio (and consequently, a
baseline F1-score) of 0.5.

Observing Table 9.4, above-chance ER is evidently achieved with physiological
features extracted using commercial sensors. The obtained F1-scores are very sim-
ilar to DEAP [Koelstra et al. 2012], which can possibly be attributed to the use of
movie clips that are found to be optimal for emotional inducement as discussed in
Abadi et al. [2015]. EEG features produce the best recognition performance for both
A and V, and both EEG and facial features produce best recognition for V. GSR pro-
duces the worst recognition performance, and the NB classifier outperforms linear
SVM for all considered features. The best fusion-based recognition performance
of 0.64 is noted for V, and better (unimodal as well as multimodal) recognition is
generally noted for V as in Koelstra et al. [2012] and Abadi et al. [2015].

Recognition accuracies and F1-scores achieved using the above-computed phys-
iological features for the five personality dimensions are presented in Table 9.5.
Upon dichotomizing the personality scores based on the median, an inexact split
(19 vs. 17) was obtained only for the conscientiousness (Con) and Op traits. There-
fore, baseline accuracy/F1-score for these two traits is 0.53, while being 0.5 for the
others. Considering affective responses to all videos, better-than-chance recogni-
tion is achieved only for three traits (excepting Ag and Con). When physiological
responses to emotionally similar videos are considered, the best unimodal F1-
scores for all personality traits are above-chance excepting Con with HAHV clips.
These results confirm that recognition of high and low traits is more easily achieved
by comparing users’ affective responses to emotionally similar clips. Consistently
high recognition performance is achieved for Op, and also for Ag considering ho-
mogeneous videos. Con is the most difficult trait to recognize using the consid-
ered physiological features. Focusing on the sensing modalities, GSR consistently
produces the best performance for Op while EMO performs best overall (highest
F1-score in 8/25 conditions).

Discussion of Experimental Results. The study of Wache et al. [2015] suggests that
both emotions and personality differences can be recognized from user physio-
logical responses captured with commercial and wearable sensors. Also, personal-
ity differences are captured better via physiological features when user responses
to emotionally homogeneous videos are considered. Better-than-chance recogni-
tion of emotions is noted, while considerably better-than-chance recognition is
achieved with either unimodal or multimodal features for all personality traits
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considering homogeneous clips (excepting Con with LALV clips). Best recognition
results are obtained for Op and Ag, while worst performance is noted for Con.
It is pertinent to point out some limitations of the study in general. Apart from
the small sample size of users examined in the study, weak linear correlations are
noted between emotional and personality attributes in Table 9.3 implying that the
personality–affect relationship may not be optimally captured via linear correla-
tions. Overall, promising emotion and personality trait recognition is achieved with
the proposed framework employing minimally intrusive, wearable, and commer-
cial sensors.

9.5 Conclusion
In this chapter, we have reviewed some studies that employ implicit user cues such
as eye movements and bio-signals for inference about media content as well as
the users themselves. We will conclude this chapter by providing some insights
regarding how implicit user cues can be utilized to solve the research problems of
today and tomorrow.

Safety and Security. The emphasis on public safety and security has markedly
increased over the past decade. As driver fatigue has been deemed to account for
40% of road accidents, considerable effort has recently focused on autonomous
cars, even though the technology is still in its infancy and faces a lot of challenges.
While it may be difficult to entirely relieve the driver from the burden of driving,
a situation where the autonomous driving control temporarily takes over from a
fatigued driver is very conceivable. Likewise, assessing the fatigue level of security
officers who perform repetitive yet critical surveillance tasks through the day is an
important research problem. A number of recent studies have focused on fatigue
detection by monitoring eye movements [Abdulin and Komogortsev 2015] and
cognitive behavior [Zhang et al. 2015b]. As fatigue is a multi-dimensional problem
that can result in an inability to maintain optimal muscular performance or in an
inhibition of cognitive capabilities, challenges in this field involve the design of a
holistic and multimodal framework that can efficiently process user bio-signals for
real-time fatigue detection and measurement.

Interaction Design. Over the last decade, there has been a conscious move to con-
sider cognitive and emotional aspects of user experience (UX) alongside standard
usability requirements, and implicit user behavioral signals provide a handle to
users’ mental and emotional state as seen in this chapter. Nevertheless, the empha-
sis of late has been on designing inexpensive, minimally intrusive and ecologically
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valid systems such as wearable devices; the UX-mate proposed by Staiano et al.
[2012] is a prototypical example in this regard. Study of eye movements has greatly
contributed to webpage design, and discovery of the “F-Pattern” as users visually
scan webpages9 has facilitated the formulation of effective design guidelines. Also,
implicit behavioral signals can help in the objective compilation of real-time design
feedback from users, traditionally achieved using questionnaires which (1) only re-
flect aggregated opinions on holistic user experience, and (2) require additional
user time and effort post–task completion.

Big-data Visualization. With the explosion of big-data in today’s world, the need
for information visualization or InfoVis systems for exploratory data analysis and
decision-making has gained importance. Design and usability heuristics used to
evaluate traditional interfaces are unsuitable for InfoVis systems, as providing in-
sights (e.g., discovering graph patterns) is one of their key functions apart from
facilitating a variety of user interactions. In this respect, the ability to objectively
monitor the user’s cognitive state and in particular measuring the cognitive load
on the interacting user via the EEG and fNIRS (functional near-infrared spectros-
copy) modalities has gained traction recently (see Solovey et al. [2012] and Peck
et al. [2013] for recent related work). Challenges in this domain include real-time
bio-signal processing, and precise mapping of the monitored signal properties to
cognitive states.

Overall, while user behavioral (bio) signals carry rich information, they are
nevertheless noisy, which calls for the development of robust signal processing and
machine learning techniques for efficiently harnessing them. If the accompanying
challenges can be addressed, behavioral signals can be effectively used for solving
many topical and open research problems via human-machine synergy.

9. http://thenextweb.com/dd/2015/04/10/how-to-design-websites-that-mirror-how-our-eyes-work/

http://thenextweb.com/dd/2015/04/10/how-to-design-websites-that-mirror-how-our-eyes-work/
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In cloud computing, minions refer to virtual or physical machines that carry out the
actual workload. Minions in the cloud hide in faraway data centers and thus cloud
computing is less friendly to multimedia applications. The fog computing para-
digm pushes minions toward edge networks. We adopt a generalized definition,
where minions get into end devices owned by the crowd. The serious uncertainty,
such as dynamic network conditions, limited battery levels, and unpredictable min-
ion availability in multimedia fog platforms makes them harder to be managed
than cloud platforms. In this chapter, we share our experience on utilizing re-
sources from the crowd to optimize multimedia applications. The learned lessons
shed some light on the optimal design of a unified multimedia fog platform for
distributed multimedia applications.

10.1 Introduction
Cloud computing has become mature in the past decade, and enabled many new
applications, such as remote collaboration, file backup, online office suites, and
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Figure 10.1 Sample multimedia applications: (a) cloud gaming and (b) animation rendering.

cloud gaming. These cloud applications are executed in a distributed manner, and
dictate efficient management stacks, such as OpenStack (http://www.openstack
.org), SaltStack (http://saltstack.com), and Kubernetes (http://kubernetes.io), in
which a master oversees the operations, while one or multiple minions carry the
actual workload. The master and minions may be deployed on physical machines
or in virtual machines (VMs). Conventional cloud computing deploys masters and
minions in data centers, for elasticity, flexibility, reliability, security, and cost-
effectiveness. Such a deployment approach, however, is not suitable to distributed
multimedia applications, which simultaneously require: (i) stringent realtime con-
straints and (ii) tremendous amounts of resources. For example, to achieve accept-
able user experience, cloud gaming services, shown in Figure 10.1(a) have to finish
the following jobs in as short as 100 ms [Claypool and Claypool 2006]: (i) receiv-
ing and processing client inputs on minions serving as game servers; (ii) encoding
and transmitting the captured video frames from game servers to gamers’ clients;
and (iii) receiving, decoding, and rendering video frames on clients’ displays. An-
other example is animation rendering, shown in Figure 10.1(b) which needs large
amounts of resources, such as: (i) high-speed CPU/GPU for rendering, (ii) large disk
space for storage, and (iii) fast networks for data transfers. Hosting these multime-
dia applications in the cloud is not ideal for service quality, because minions hiding
in data centers are too far away from users and are vulnerable to insufficient band-
width, long latency, and network outage. Furthermore, cloud providers often ask for
higher rates on heavier (multimedia) users, making these multimedia applications
less commercially viable when being hosted in the cloud.

Fog computing was recently proposed by the networking community [Bonomi
et al. 2012], for Internet-of-Things (IoT) applications. Fog computing extends cloud

http://www.openstack.org
http://saltstack.com
http://kubernetes.io
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Figure 10.2 Overview of a fog computing platform.

computing from data centers toward the edge networks, so as to achieve: (i) low
latency, (ii) location awareness, (iii) scalability, and (iv) heterogeneity, which are
crucial to multimedia applications. That is, minions can now be hosted on less-
powerful networking devices or dedicated machines in edge networks for better
realtimeness. The definition of fog computing was further generalized [Vaquero
and Merino 2014, Yi et al. 2015], where minions are pushed to heterogeneous end
devices owned by general publics. That is, end users, or the crowds, are somehow
incentivized to share their storage and processing resources to run minions for
basic network functionalities or novel applications. Outsourcing minion workload
to general publics is one kind of crowdsourcing [Yuen et al. 2011], which has
a potential for fog service providers to sell, otherwise idling resources at lower
costs. In the resulting fog computing platform, we refer to: (i) the minions in data
centers as controlled minions, (ii) the minions in edge networks as semi-controlled
minions, and (iii) the minions on end devices as freelance minions, as summarized
in Figure 10.2.

We envision a general multimedia computing platform, called the multimedia
fog platform, in which minions (fog devices) in data centers, edge networks, and
end devices leverage four resources: communications, computations, storage, and
sensors, for next-generation distributed multimedia applications. As illustrated in
Figure 10.3, the master leverages diverse resources from minions to accomplish the
jobs/requests from fog users. Managing minions in the multimedia fog platform
is harder than doing that in the cloud platform for various reasons: for example,
end devices may move into wireless dead-zones, run out of battery, and be turned
off anytime, leading to serious uncertainty. In fact, a wide spectrum of challenges
must be addressed before realizing distributed multimedia applications on the
multimedia fog platform, including resource discovery, network Quality-of-Service
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Figure 10.3 Interactions among the fog provider (master), fog devices (minions), and fog users.

(QoS), user Quality-of-Experience (QoE), network/device heterogeneity, resource
allocation, management, security, programmability, and accountability. That is,
there exist a huge room for optimizing the multimedia fog platform.

10.2 Related Work
Several studies in the literature can be seen as special cases of our multimedia
fog platform. While the research problems in our multimedia fog platform may be
more challenging, the experience gained in related work still sheds some light on
potential solutions. These studies are classified into the following groups, which
are briefly surveyed.

Volunteer Computing. In a 2001 paper, Sarmenta proposes the volunteer comput-
ing concept to aggregately utilize the unused resources of desktops for computa-
tionally demanding jobs. SETI@Home [Anderson et al. 2002] is a volunteer comput-
ing application that analyzes radio signals from the space for extraterrestrial intel-
ligence. BOINC [Anderson 2004] is a generalized platform of volunteer computing,
which utilizes computers connected to the Internet for diverse computational jobs.
Unlike with our multimedia fog platform, the volunteer computing workers are
attracted by some high profile projects, such as finding aliens, analyzing protein
structures, and discovering antimalarial drugs for free. Hence, volunteer comput-
ing does not suffer from some challenges of the multimedia fog platforms. For
example, fog providers need to carefully manage resources consumed by each job
to remain profitable. In addition, fog providers must guarantee that each job is
completed in time in order to retain fog users.

Mobile Offloading. To solve the problem of running resource-hungry jobs on mo-
bile devices, researchers propose to offload these jobs to powerful cloud servers.
Lin et al. [2013] propose a context-aware mobile cloud offloading decision engine,
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which considers several contexts, such as signal strength and GPS locations, to
make the offloading decisions. The decisions may reduce energy consumption or
response time. Researchers also offload the resource-hungry jobs to edge networks,
e.g., Satyanarayanan et al. [2009] propose Cloudlet, which is a server placed next to a
WiFi access point. Mobile devices connect to Cloudlet servers and offload their jobs
through one-hop wireless networks. Willis et al. [2014] propose ParaDrop, which
allows mobile users to run their jobs on WiFi access points. Researchers also try to
offload the jobs among multiple mobile devices. For example, Verbelen et al. [2012]
extend the Cloudlet by aggregating nearby mobile devices for computationally de-
manding jobs. In contrast to mobile offloading, our multimedia fog platform uses
heterogeneous devices and supports diverse applications, including computing-,
communication-, storage-, and sensing-intensive applications.

P2P Cloud. The P2P (peer-to-peer) paradigm has been adopted to solve various
problems, including video streaming and file sharing. For example, Liu et al. [2008]
survey the P2P video streaming systems and Pouwelse et al. [2005] conduct a mea-
surement study on BitTorrent. In general, P2P systems are more scalable compared
to client-server systems. Researchers also propose fully distributed P2P clouds in
the literature, e.g., Xu et al. [2009] study P2P cloud storage. Babaoglu et al. [2012]
design and implement a P2P cloud system, and propose an algorithm to partition
the resources for better performance. Graffi et al. [2010] propose a protocol for
resource reservations, such as storage space and network bandwidth. Unlike our
multimedia fog platform, P2P clouds are fully distributed systems without any cen-
tral entity and thus face challenges to: (i) manage end devices owned by crowds and
(ii) allocate the resources to provide QoS guarantees.

Cloud Computing. Cloud computing is designed for providing on-demand
resources with remote powerful data centers. Several studies [Weinhardt et al.
2009, Chang et al. 2010, Dillon et al. 2010] investigate the business models of
cloud computing. These studies present a business model with a multi-level cloud
[Weinhardt et al. 2009], design cost and charging models [Chang et al. 2010], and
analyze pros/cons of different business models [Dillon et al. 2010]. Several other
papers [Hong et al. 2015, Beloglazov et al. 2012, Mishra et al. 2012, Gong et al. 2010]
study the resource management problem. For example, they design the resource
allocation algorithms to optimize energy consumption [Beloglazov et al. 2012] and
profits [Hong et al. 2015]. Moreover, Mishra et al. [2012] leverage live migration for
dynamic resource allocation, and Gong et al. [2010] utilize a prediction algorithm
to optimize resource allocation of future workload. Some studies [Buyya et al. 2011,
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Wu et al. 2011, Van et al. 2009] tackle SLA- (service-level-agreement) and QoS-driven
resource allocation problems to guarantee the SLA/QoS. Patel et al. [2009] propose
an architecture for monitoring, managing, and evaluating the QoS/SLA guaran-
tees. Alhamad et al. [2010] propose a trust model to convince customers that the
resulting QoS/SLA guarantees are met. Exposing data and services in public net-
works leads to security and privacy concerns, such as intrusion, data integrity, and
auditing issues [Zhou et al. 2010]. Li et al. [2010] design an efficient searching algo-
rithm for encrypted data. Shacham and Waters [2008] ensure data integrity. Wang
et al. [2010, 2013] propose a third-party auditing concept. Unlike in our multime-
dia fog platform, the devices used in the cloud are all fully controlled, and their
heterogeneity is rather low.

10.3 Challenges
Designing a general multimedia fog platform leads to many challenges because of
the uncertainty of the semi-controlled and freelance minions. Figure 10.4 summa-
rizes the major challenges, which are detailed below.

Uncertainty

Virtualization

SLA/QoS

• Guarantee service levels with
 support from freelancers
• Mapping QoS to MM applications

• Lightweight and high-
 performance sandboxes
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 users and end
 device owners
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Figure 10.4 Challenges of developing a general multimedia fog platform.
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Business Model. A well-designed business model is crucial to any commercial
systems, including our multimedia fog platform. Creating one is quite difficult
because fog providers have to consider fog users, semi-controlled minions, and
freelance minions at the same time. For example, fog providers need to attract fog
users from clouds, and freelance minions need to be incentivized to contribute
their idling resources. On top of that, fog providers must make profits to keep their
services sustainable. Several non-monetary incentive mechanisms [Deterding et al.
2011, Anderson 2004] may be considered in our multimedia fog platform for higher
profit margins. In summary, attracting the fog users, motivating the end device
contributors, and earning enough money (for fog providers) at the same time are
essential to a successful multimedia fog platform.

Virtualization. Virtualization has been adopted in various applications
Satyanarayanan et al. [2009] propose to offload resource-hungry mobile applica-
tions to nearby resourceful Cloudlet servers running VMs. Compared to dedicated
Cloudlet servers managed by companies, the multimedia fog platform is much
more dynamic. For example, the owner of a freelance minion may play games in
the morning and have more available resources in the evening. To achieve high
quality and profits, the multimedia fog platform needs to frequently migrate the
services across servers and end devices to adapt to the system dynamics, which
demand lightweight virtualization technologies. Choosing the best lightweight vir-
tualization technology is a challenging problem. There is an emerging lightweight
virtualization technology called containers, such as LXC (http://linuxcontainers
.org) and Docker (http://www.docker.com). Containers seem to be promising, but
there are still quite a few open issues, e.g., running containers on Android or iOS
devices is not possible now.

Resource Management. Fog providers have to design efficient resource allocation
algorithms to manage the resources across multiple minions. Several objectives are
possible, including maximizing the fog service quality at a given target profit level,
or maximizing the profit at a minimum service quality level. While similar resource
management has been done on cloud platforms in data centers, carrying out per-
formance measurement, modeling, and optimization in multimedia fog platforms
is much harder. This is because the resources provided by the semi-controlled and
freelance minions are not as powerful as servers in data centers. Some complicated
multimedia applications cannot be served by a single semi-controlled or freelance
minion, e.g., running an object recognition application on an embedded system
in realtime may be infeasible. Fog providers have to decompose the applications

http://linuxcontainers.org
http://www.docker.com


262 Chapter 10 Multimedia Fog Computing: Minions in the Cloud and Crowd

to smaller components and assign these components to the right minions that
have enough resources. Moreover, semi-controlled and freelance minions are dy-
namic and cannot be fully controlled. It is hard to predict the amount of available
resources that can be allocated to multimedia applications during future time slots.

SLA/QoS. SLA guarantees refer to minimum performance bounds offered by fog
providers, who need to monitor the dynamic resources, such as throughput and re-
sponse time. The fog providers then check whether violation occurs, e.g., response
time is higher than the agreed level. If such violations affect the profits of fog users,
the fog provider has to compensate the users’ losses. Several studies tackle the SLA-
driven resource allocation problems on the simpler cloud platforms. Guaranteeing
service levels is inherently difficult for fog providers, because of the dynamicity and
heterogeneity of the minions. The same concerns also complicate the objective of
satisfying QoS requirements.

Security/Privacy. Leveraging a multimedia fog platform requires the fog users to
move their data to minions owned by the fog providers, third-party companies, or
general publics. Exposing the data to others leads to security and privacy issues.
Some of these have been studied for cloud computing users, including intrusion,
data integrity, auditing, control, and availability. These issues also concern fog
users. In addition, multimedia fog platforms also need to protect the security and
privacy of end device owners. Hence, these are serious concerns in multimedia fog
platforms, and need to be carefully considered.

Correctness/Fraud. In multimedia fog platforms, fog providers have to check the
correctness of outputs from minions. Moreover, some malicious minions may
send fake outputs to cheat for higher rewards. Because the resources in cloud
platforms are fully controlled by cloud providers, there is no fraud issue in the cloud
platforms. The problem of fraud has been studied in the crowdsourcing community
[Vuurens and Vries 2012, Li et al. 2014], e.g., relevance judgment approaches are
proposed to compare the outputs from different workers to detect cheaters. The
multimedia outputs of our fog platform are huge (video files, for example) and
diverse (different media types, for example), and thus it is harder to determine the
correctness and detect the fraud. Avoiding fraud and ensuring correctness must be
done for the sustainability of multimedia fog platforms.

Last, we emphasize that the above-mentioned challenges are representative
ones, but by no means exhaustive. Indeed, there are more open challenges in
emerging multimedia fog platforms, which lead to many research opportunities.
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10.4 Distributed Multimedia Applications:
What We Can Learn from Prior Studies
We argue that executing distributed multimedia applications in the fog is not a
totally new idea: multimedia researchers have been leveraging resources from machines
in the cloud and crowd for optimizing massively distributed multimedia applications in
the past. In the following, we summarize some of our prior and ongoing projects
that capitalize resources of machines across data centers, edge networks, and end
devices. Readers may find new insights in these studies for building a general
multimedia fog platform. Furthermore, we also point out open issues that may
result in potential future work.

10.4.1 CrowdMAC: A Network Sharing Framework
More and more people use mobile Internet in their daily life. Therefore, the dat-
aplan service providers deploy costly infrastructure to achieve the required QoS.
However, the dataplan contracts often last for years, and thus are inflexible. This
results in low dataplan quota utilizations for some users, and may drive other po-
tential users away. Ericsson reports that the average unused, wasted monthly traffic
quota is up to 61% (http://tinyurl.com/zpegzdr), causing frustration for mobile users
(http://tinyurl.com/z7kry7j). The same report also indicates that up to 32% of mo-
bile users exceed their monthly traffic quotas, and are charged at much higher rates.
Three observations can be made from the above statistics: (i) light mobile users may
find the fixed-term contracts not appealing, (ii) heavy mobile users may accidentally
exceed the traffic quotas and be charged at higher rates, and (iii) other mobile users
could end up with residual monthly traffic quotas.

In Do et al. [2012, 2016], we propose an on-demand mobile Internet system uti-
lizing the residue dataplan resources of mobile Internet users (mobile hotspots)
to help other mobile users (mobile clients) who need on-demand network connec-
tions. Figure 10.5 illustrates a possible usage scenario of CrowdMAC. In particular,
mobile clients hire nearby mobile hotspots to send/retrieve data to/from the Inter-
net. Mobile clients and hotspots communicate with each other using local (one-
hop) wireless networks, such as WiFi Direct or Bluetooth. Using such a trading
mechanism has many advantages; for example: (i) it provides connectivity to un-
connected mobile clients and (ii) it shortens the delay of data transfer through the
cellular connections of nearby devices. Mobile hotspots can, therefore, potentially
be compensated for unused monthly traffic quotas.

At first glance, the concept of sharing mobile network access seems to be
straightforward. However, designing such a system is not an easy task because

http://tinyurl.com/zpegzdr
http://tinyurl.com/z7kry7j
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Figure 10.5 A usage scenario of CrowdMAC for shared mobile network access.

of the following complex trade offs: (i) accepting more requests leads to higher
revenues, but may result in buffer overflow and long delay, and (ii) different mobile
Internet users provide different QoS guarantees at diverse prices. CrowdMAC can
be seen as a potential application of our multimedia fog platform using freelance
minions (mobile hotspots). Building such a marketplace-inspired crowdsourcing
framework involves several of the fog challenges shown in Figure 10.4. First, in
terms of its business model, the system should support incentives for mobile
hotspots to share their connectivities. Sharing connectivities will increase the delay
and energy consumption of mobile hotspots. Therefore, designing a good business
model is challenging and important to attract mobile hotspots. Second, in terms
of SLA/QoS, a mobile hotspot must be capable of serving multiple clients while en-
suring good connection quality for the concurrent users. This is essential to attract
mobile clients to participate in the transfer. Third, in terms of resource manage-
ment, schemes that enable mobile clients to leverage multiple mobile hotspots for
faster data transfers is inherently hard due to the system dynamics.

Other important features of CrowdMAC include error recovery from connection
losses among mobile devices, energy saving at mobile clients and hotspots, and
secure data transfers. We focus on admission control and mobile hotspot selection
problems Do et al. [2012, 2016]. A mobile hotspot upon receiving a request from
a mobile client for data transfer needs to decide if it should admit and serve the
request, based on factors such as whether it currently incurs any background traffic
or if it may be busy with serving requests from other clients. We design an admission
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control algorithm for mobile hotspots, and the goal of the algorithm is that the
mobile hotspot can maximize its earned credits, while providing a guaranteed
data delivery delay for each request it admits. A mobile client with a large content
requires high bandwidth for fast data transfer. In our scheme, we allow the client
to aggregate bandwidth from connections of multiple nearby hotspots, if available.
More specifically, the client divides the content into multiple segments, and for
each segment it hires a nearby mobile hotspot for transport. Therefore, the whole
content can be transferred through multiple connections at the same time (known
as multihomed). We solve the problem of selecting mobile hotspots for individual
segments to transfer the whole content efficiently using the Lyapunov optimization
framework [Georgiadis et al. 2006]. The details of the algorithms are given in our
earlier work Do et al. [2012, 2016].

We develop a prototype system and evaluate it using upload scenarios. Mobile
devices form a local P2P wireless network. There are four Android phones and two
laptops (not shown in the figure) used in our testbed. Depending on the experi-
ments, we configure them in one of the two scenarios: (i) one hotspot and several
mobile clients as shown in Figure 10.6(a) and (ii) one mobile client and several
hotspots as shown in Figure 10.6(b). The two laptops are used to generate WiFi back-
ground traffic. We examine our prototype at different locations: our lab, a cafe, and
a park, where different cellular data rates are observed. We report sample results
from the lab in the following.

Mobile hotspots earn credits from mobile clients by transferring data for clients.
In general, each mobile hotspot determines its own function for charging clients.
In the evaluations, we choose a common method: mobile hotspots earn credits

(a)

Hotspot

AT&T
hotspot

T-Mobile
hotspot Sprint

hotspot

T-Mobile
dataplan

(b)

Client
Client

Client

Client

Figure 10.6 Our Android-based testbed: (a) with one hotspot and three mobile clients and (b) with
one mobile client and three hotspots. (From Do et al. [2016])
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proportionally to data size to compensate their dataplan, energy consumption, and
SLA fee. We consider the following performance metrics:

. Request delay: Delay to complete a segment transfer, i.e., the time difference
between a mobile hotspot admitting a request and the last packet of that
segment being transmitted to the Internet.

. Content delay: Delay to complete the transfer of the content (which is divided
into multiple segments), i.e., the time difference between the first request
being issued by a mobile client and the last packet of the content being
transmitted to the Internet.

. Revenue: The total credits a hotspot earns.

. Cost: The credits a client pays for content transfer.

. Energy usage: The consumed energy amount.

Evaluations of the Delay Bounded Admission Control Algorithm
We select one device to be the mobile hotspot, and vary the number of clients in
this experiment (see Figure 10.6(a)). Figure 10.7(a) presents the average request
delay when there is only one client. With the same δh (incoming rate of requests),
increasing Vh (importance of revenue for a hotspot h, a control parameter) leads to
higher average request delay. For example, with δh = 10, the average request delay
increases from 8.8 s at Vh = 100 to 41.8 s at Vh = 5000. This is because the mobile
hotspot admits and simultaneously serves more requests with larger Vh. Given the
same Vh value, a larger δh provides lower average request delay. The reason is that
larger δh leads to fewer admitted requests, shorter service rounds, and lower average
request delay.

We now investigate average request delay in a scenario with three clients. The
results are depicted in Figure 10.7(b). The trend is consistent with the observations
mentioned above. We also calculate the maximum request delay and maximum
service round at δh = 10, and report them in Figure 10.7(c) for different values of Vh.
We observe that the maximum request delay is always smaller than the maximum
service round, and the maximum service round is bounded by the worst case
delay bound. More specifically, the ratio between the maximal request delay and
the delay bound is about 80%; the ratio between the maximal service round and the
delay bound is about 95%. This validates the correctness of our algorithm.

Evaluations of the Mobile Hotspot Selection algorithm
In this experiment, one device works as a mobile client, and uploads content via
three hotspots with diverse prices. Mobile hotspots are set with large Vh = 2000 and
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Figure 10.8 Performance of the Hotspot Selection algorithm: (a) cost paid by the client, (b) content
delay, and (c) revenue of each mobile hotspot. (From Do et al. [2016])

small δh = 10. Figure 10.8 presents our results. Given the same ξc (sending data in
each time slot of client c), with higher Vc (cost weight for c), the client pays lower
cost (as shown in Figure 10.8(a)), but experiences longer content delay (as shown
in Figure 10.8(b)). Figure 10.8(c) depicts that at Vc = 20000 and ξc = 100, the client
always picks Hotspot A, which is the hotspot with the lowest cost. This selection
causes high content delay, which increases from 62.6 s at Vc = 100 to 271.8 s at
Vc = 20000. These observations reveal a trade-off between cost and content delay at
the mobile client. With the same Vc, larger ξc values lead to smaller content delays.
For example, at Vc = 20000, content delay is 103.8 s with ξc = 500, but is 271.8 s
with ξc = 100.



268 Chapter 10 Multimedia Fog Computing: Minions in the Cloud and Crowd

10.4.2 Smartphone-Augmented Infrastructure Sensing
Infrastructure sensing systems with in-situ sensors improve situation awareness by
allowing individuals to query the environments for events of interest. For example,
before going out in Paris, a tourist might want to know whether the Eiffel Tower is
crowded or not. By analyzing a few frames of the surveillance video captured at the
Eiffel Tower, we can estimate how many people are there, and determine whether
it is crowded. Although infrastructure sensing is popular, deploying, managing,
and maintaining all the in-situ sensors is a very expensive, labor-intensive, and
error-prone process. Therefore, infrastructure sensing systems often suffer from
inaccurate or/and incomplete sensory data due to the limited resources. For exam-
ple, a community that can only afford a few cameras has to install them at major
intersections, leaving many spots uncovered, which compromises public safety.

In Liao et al. [2014], we present a system, called Smartphone-Augmented In-
frastructure Sensing (SAIS), using sensor-rich smartphones to finish tasks. The
state-of-the-art smartphones come with many sensors, such as GPS readers, ac-
celerometers, gyroscopes, microphones, cameras, and network interfaces. These
smartphones allow us to augment infrastructure sensing by incorporating crowd-
sensing for collecting more sensory data at lower costs. Crowdsensing [Ganti et al.
2011] also refers to collecting this sensory data from many smartphones. Through
information gathered by civilians and officials, we build a mobile dashboard that
provides a sense of situation, e.g., answering questions from a tourist as shown in
Figure 10.9. The reported situation may influence potential actions that a user or an
operator may take or adapt in order to avoid dangerous events, such as fights, riots,
protests, demonstrations, fires, chemical leaks, stampedes, and high crowd lev-
els. In other words, all smartphone users use the SAIS dashboard to produce and
consume information about safety events, and help one another to create better
situation awareness.

SAIS can be seen as a sample application of our multimedia fog platform lever-
aging the sensors installed on freelance minions (smartphones). SAIS faces some
fog-related challenges shown in Figure 10.4. First, in terms of resource manage-
ment, because of the limited resources and high mobility of smartphones, manag-
ing the resources to minimize resource consumption while achieving acceptable
sensing accuracy is difficult. Second, in terms of correctness/fraud, the problem
is further complicated by the fact that a single smartphone user may fail to satisfy
the accuracy requirement, and multiple smartphone users may be needed. Deter-
mining the minimum number of workers to assign to each job in order to meet the
accuracy requirement is hard. Third, in terms of business model, because we try to
utilize the smartphones owned by the crowds to help us collect sensory data, it is
not easy to convince them to contribute/sell their precious resources.
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Figure 10.9 A usage scenario of smartphone-augmented infrastructure sensing.

We focus on the first challenge and propose to employ a centralized server for:
(i) governments, companies, or individuals to submit on-demand sensing requests,
and (ii) smartphone users to accept spatial-temporal specific sensing jobs [Liao
et al. 2014]. The crux of SAIS is a job assignment algorithm, which minimizes
the energy consumption while maintaining high sensing accuracy. We propose an
optimal algorithm and an efficient heuristic algorithm to solve the job assignment
problem. The optimal algorithm gives the optimal task assignment, but may lead to
long running time even for small-scale problems. Therefore, it seems impractical
to employ the optimal algorithm in a real system, in which the algorithm has to
serve tens of thousands of queries and users. We therefore develop an Efficient
Task Assignment (ETA) algorithm in the following.

The design principle of ETA is as follows. We define λw , l as he utility of the
worker w performing tasks at location l, which is a ratio of the number of covered
sensing tasks to the energy consumption. We iteratively assign tasks, which consist
of the target location and the sensor to turn on, to a worker. We assign the tasks
at location l to worker w who has the largest utility λw , l, as long as worker w will
not exceed his/her energy budget. ETA checks whether the required error bound of
sensors is satisfied in each run, and the satisfied (completed) queries are deleted
from the query set. The iteration is terminated if all the queries are satisfied or the
workers cannot perform any more tasks. In SAIS, if the moving cost has a higher
weight than the sensing cost, the algorithm tends to assign tasks that are closer to
workers; and vice versa. The details of the problem formulation and the algorithms
are shown in our earlier work [Liao et al. 2014].
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Figure 10.10 Advantages of ETA: (i) higher completed task ratio and (ii) more practical energy
consumption. (From Liao et al. [2014])

We implement our task assignment algorithm and three baseline algorithms:
(i) in-situ sensors only, (ii) in-situ sensors with opportunistic sensing, and (iii) opti-
mal, in a simulator developed in Java. We adopt the random waypoint model to
generate user movement patterns in our simulations. In order to understand the
performance of our algorithms, we use: (i) completed task ratio, (ii) energy con-
sumption, (iii) running time, and (iv) respondse time as our metrics. The respondse
time is defined as the time difference between receiving a query and when the query
is satisfied.

Advantage of combining in-situ sensing and crowdsensing. Figure 10.10(a) shows
that in-situ sensors can only cover 6% of queries, and smartphone users can signif-
icantly improve the coverage of the system. The in-situ sensors with opportunistic
sensing achieve a coverage of 20%, and ETA instructs smartphone users to move to
the required locations and thus covers all queries. We no longer consider in-situ
sensing in the following simulations.

The optimal algorithm is less practical in large-scale systems. The optimal (OPT)
algorithm is implemented in CPLEX (http://tinyurl.com/j78vao4) with a 1-min time
limit, due to the realtime nature of the considered problem. Figure 10.10(b) reports
the energy consumption of OPT and ETA with 40 queries. This figure shows that ETA
outperforms OPT when the number of workers exceeds 50. Hence, ETA is more
practical, while the OPT algorithm may be used in smaller systems.

ETA outperforms the in-situ sensors with opportunistic sensing in terms of completed
task ratio. Figures 10.11(a) and 10.11(b) present the results of the completed task

http://tinyurl.com/j78vao4
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Figure 10.11 Completed task ratio of ETA and opportunistic sensing: (i) diverse numbers of queries
and (ii) diverse numbers of workers. (From Liao et al. [2014])

ratio of ETA and in-situ sensors with opportunistic sensing. The results show that
ETA achieves a high completed task ratio (100%) with different numbers of queries
and workers. However, in-situ sensors with only opportunistic sensing cover less
than 20% and the ratio gradually decreases when the number of queries increases.
The low completed task ratio significantly harms the user experience since most
of the queries are not satisfied. To avoid degraded user experience, the in-situ
sensors with opportunistic sensing system must recruit more workers. However,
the number of required workers may be staggering; for example, as shown in
Figure 10.11(b), the in-situ sensors with opportunistic sensing system requires 1000
workers to complete 100% queries, while ETA only needs 125 workers (12.5% of the
work force size).

ETA outperforms opportunistic sensing in terms of response time. The response
times of the two algorithms are given in Figures 10.12(a) and 10.12(b). Since ETA
can instruct workers to get to the required locations, the response time of ETA
is always less than 1000 seconds. However, opportunistic sensing cannot instruct
workers to perform sensing tasks, and suffers from 6 times higher response time.
If the number of queries increases, the probability of smartphone users who occa-
sionally cover the required locations also increases. Therefore, the response time
of opportunistic sensing is gradually decreasing while the number of queries is
increasing, as illustrated in Figure 10.12(a). Increasing the number of workers,
however, does not reduce the response time for opportunistic sensing. This is be-
cause the density of workers is still too low, and it takes the workers some time to
run into the locations of some queries.
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[2014])
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Figure 10.13 Energy consumption of ETA with diverse numbers of workers. (From Liao et al. [2014])

More workers result in lower total energy consumption. Next, we vary the number
of workers, and report the total energy consumption of ETA in Figure 10.13. The
energy consumption includes both sensing energy and moving energy. This figure
shows that more workers lead to lower energy consumption. A closer look indicates
that such reduction comes from the fact that more workers allow ETA to send closer
workers to individual query locations, saving a large amount of moving energy. We
also find that ETA has a very short running time: only 4 seconds with 200 workers.
This renders it suitable for practical systems.
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10.4.3 A Crowdsourced Animation Rendering Service
Animation studios generate huge and fluctuating computational demands for
rendering high-resolution pictures and high-quality video sequences, and thus
hosting dedicated servers is cost-ineffective. From 2011 to 2014, the requirement
to render a modern animation increased four times. More specifically, 12500-
core and 55000-core rendering farms were required by Cars 2 and Big Hero 6 in
2010 and 2014, respectively (http://tinyurl.com/zl6etd6). Such a high-end render-
ing farm may not be affordable for small animation studios and start-up compa-
nies. Hence, these companies adopt on-demand cloud rendering platforms, such
as Shaderlight (http://limitlesscomputing.com/Shaderlight), RenderStorm (http://
www.render-storm.com/), and ZYNC (http://www.zyncrender.com/) to reduce the
costs. However, the cost is still too high to the small companies, e.g., rendering a
10-second 1080P animation with 300 frames costs 700 dollars using Shaderlight.
Moreover, a shot may be rendered multiple times before being finalized, so that
rendering an animation with cloud rendering platforms is still too costly.

With the distributed solution offered by a collaborated fog rendering company,
animation studios have access to less expensive on-demand resources. The on-
demand resources are rented from idling resources of desktops and laptops owned
by the crowds. Realizing such a service for maximum profits would require several
immediate problems to be solved, such as: (i) dividing each rendering request into
manageable rendering jobs, (ii) estimating the completion time of each render-
ing job, and (iii) determining the reduced carbon footprint due to the multimedia
fog platform. Figure 10.14 illustrates the fog rendering platform, which consists of
client applications on end devices for rendering, Web interface for animation stu-
dios to submit their requests, and a server to monitor and aggregate the rendered
results.

Implementing and optimizing the platform requires us to consider all the chal-
lenges shown in Figure 10.4. First, in terms of business model, we need to design it
to (i) motivate crowds for contributing their idling resources, (ii) earn more profits,
and (iii) reduce the costs on animation studios. Second, in terms of resource man-
agement, we need to predict available resources and manage the resources of the
laptops/desktops owned by dynamic crowds. Third, in terms of SLA/QoS, we need
to predict the completion time of each rendering job to guarantee the SLA, i.e.,
the animation studios will ask for the precise estimated completion time. Fourth,
in terms of security/privacy, we need to convince the crowds that rendering anima-
tions on their desktops will not invade their privacy. Moreover, we need to convince
animation studios that the animations rendered on crowds’ desktops will not be
leaked. Fifth, in terms of virtualization, different animation rendering studios use
different rendering engines. It is not possible to install all of them on the crowds’

http://tinyurl.com/zl6etd6
http://limitlesscomputing.com/Shaderlight
http://www.render-storm.com/
http://www.zyncrender.com/
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Figure 10.14 A multimedia fog platform based rendering farm.

machines. Hence, using virtualization technologies for dynamically changing the
rendering engines is important. Moreover, virtualization is also one solution to
cope with the privacy issue. However, running virtual machines on desktops incurs
high overhead. Hence, a lightweight virtualization technology is required. Last, in
terms of correctness/fraud, we have to prevent malicious crowds from submitting
wrong results.

Taking SLA as an example, we analyze 32,704 real rendering jobs collected by
the company, and compute the normalized deviation as the prediction error nor-
malized to the actual job completion time. Currently, the company employs linear
regression to predict the job completion time. We give the cumulative distribution
function (CDF) of the normalized deviation in Figure 10.15(a). This figure reveals
that more than 80% of the predictions with linear regression deviate from the ac-
tual job completion time by more than 100%. Hence, a better estimation algorithm
is required in this application. The completion prediction problem is a regression
problem, which can be solved by many existing machine learning approaches. We
proposed an algorithm inspired by the existing machine learning approaches. Fig-
ure 10.15(b) shows sample prediction results from the proposed algorithm, which
reveals that only 20% of them deviate from the actual job completion time by more
than 100%. This is a large improvement over the current practice used in commer-
cial fog computing rendering farms. More details on our prediction algorithms are
presented in our prior work [Hong et al. 2016a].
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et al. [2016a]) and (b) our proposed algorithm.
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Figure 10.16 Typical steps of image clustering applications.

10.4.4 Scalable and Distributed Principal Component Analysis
Much multimedia data is acquired sequentially over time, including video feeds
from surveillance cameras and time series from wearable cameras and sensors. In
these settings, rather than waiting for all the data to be acquired before performing
our analysis, data streams are continuously processed as soon as they become
available.

Analyzing video data is often done by applying machine learning algorithms.
Figure 10.16 shows the steps for an image clustering application where an image
is automatically divided into a set of categories (e.g., people, vehicles, or land-
scapes). The application starts with feature extraction. A common example of image
feature extraction is Scale Invariant Feature Transform (SIFT) [Lowe 2004], which
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represents the interest points in a video frame that are invariant to image transfor-
mations, such as scaling and rotation. The extracted features are reduced to pick
the most discriminative ones that have the highest variance among the data. This
is typically done using principal component analysis (PCA). Finally, the images are
clustered into a set of categories according to the reduced set of features. Each of
the algorithm steps in Figure 10.16 is typically composed of a set of matrix oper-
ations represented as a direct acyclic graph (DAG). Each DAG node represents a
process that performs a matrix operation on the input stream and each edge repre-
sents data flow from one operation to another. In fog environments, some matrix
operations on the DAG can be computed on end devices and a subsequent part can
be computed in data centers. The decision is based on the computation time on the
minions which typically have bounded resources. Since each matrix operation must
wait for the entire intermediate data produced by its predecessor, a large amount
of intermediate data will introduce delays and limits the opportunity to leverage
the computational resources in the cloud. In the following, we show a method to
reduce intermediate data in the context of an algorithm called sPCA [Elgamal et al.
2015], which performs PCA (middle step in Figure 10.16) in an optimized manner
to reduce the intermediate data that flows from one operation to another. Such op-
timization tackles several fog-related challenges shown in Figure 10.4, including
resource management, SLA, and QoS.

Background. Given a matrix Y of size N ×D (N rows and D columns), a PCA algo-
rithm obtains d dimensions (d ≤D) that represent the most variance (and hence
information) of the data in matrix Y . The d dimensions are a linear combination
of the original D dimensions and they are known as the principal components.
For example, in the image processing domain, PCA is used to obtain the principal
facial components whose linear combination could recreate any face in the image
dataset. In information retrieval, the principal components represent the principal
terms in a set of documents.

Execution Model. We note that most PCA algorithms work in multiple synchronous
phases, and the intermediate data is exchanged at the end of each phase. Some
phases can be computed on the weak minions on end devices, and subsequent
phases can be computed on powerful minions in data centers. For the simplest
case, we assume that we have multiple end devices and a data center. Since each
phase must wait for the entire intermediate data produced by its predecessor phase
to be received before its execution starts, large intermediate data introduces delays
and can become a major bottleneck even if both phases run on minions in the same
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Figure 10.17 The job graph of sPCA. Nodes are labeled with variable names. Dotted rectangles
indicate distributed jobs. The input to the algorithm is matrix Y and the output is C,
which contains the principal components. Ci−1 is the principal components obtained
from the previous iteration.

data center. The delay gets even larger when intermediate data is exchanged among
minions on end devices and in data centers that are geographically separated. The
exact delay will depend on network topology, link speed, and I/O speed, as well
as the software platform used to manage the data center and run the PCA code.
Some software platforms, e.g., Hadoop/MapReduce, exchange intermediate data
through the distributed storage system, while others, e.g., Spark, exchange data
through shared virtual memory. For the analysis of intermediate data to be general,
we consider the total number of bytes that need to be exchanged, and we abstract
away the details of the underlying hardware/software architecture.

sPCA. sPCA is a scalable algorithm for computing PCA for large datasets on the
fog platforms. We focus on one major contribution of our work [Elgamal et al.
2015], which is reducing the intermediate data that flow from one operation to
another due to the space limitations. Figure 10.17 depicts a part of the DAG that
shows dependency between matrix operations in sPCA. Each node is labeled with
the variable that the operation produces. A link from node Y to node X indicates
that data of variable Y must be computed before starting the job that computes
variable X. Variables carried over from the previous iteration are distinguished
with the index i. Variable Y is the input to the algorithm. The output (the principal
components of Y ) is Ci. For the first iteration (i = 1), C0 is initialized randomly
from a normal distribution. Then, matrix Ci−1 and the input matrix Y are used to
generate the intermediate matrix X. Matrix X is used for three other computations.
First, it is used to create matrix XtX, which is the product of the transpose of X with
X. Second, X is used to produce Y tX, which is the product of X with the transpose
of input matrix Y . Third, X is used to compute ss3, which is a scalar value that is
used to compute the variance of matrix Ci.

sPCA employs a heuristic to decide which jobs are executed on which minions
based on different amounts of resource requirements. If all the inputs of one
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Figure 10.18 Division of jobs between the end devices, edge networks, and data centers.

operation can fit into the memory of the minions in edge networks and on end
devices, the computation is done on these less-powerful minions; otherwise the
data is transferred to the data center to do the computations in a distributed
manner. Taking the Tweets [Elgamal et al. 2015] dataset as an example, the dataset
consists of more than 1.2 billion rows representing the tweets and 71,503 columns
representing the distinct words. The sparse representation of this dataset occupies
94 GB. With each end device equipped with 128 GB memory, we initially found
that only two jobs can be computed, because they operate on two large matrices
that cannot fit in the memory of a single machine. Figure 10.18 shows the division
of jobs among the data center, edge networks, and end devices. The upper dashed
rectangles enclose jobs that are computed on the minions in the edge networks and
on the end devices, and the lower dashed rectangle encloses jobs that are computed
in the data center. Arrows that pass from the upper to the lower rectangle indicate
data transfer from the edge networks and end devices to the data center.

Through analysis of the DAG, we figure out that the intermediate matrix X is
a large intermediate matrix that has to be fed to three different operations, two
of which are large-scale operations that require executions in the data center. Al-
though input matrix Y is a sparse matrix for several large-scale datasets, X is typi-
cally a large dense matrix which can become a major scalability bottleneck. sPCA
solves that issue through redundant computation. First, we note that while storing
and exchanging X is expensive due to its large size, computing it is a relatively
lightweight operation when we use sparse matrix multiplication. To leverage this
property, we redesign the algorithm by redundantly recomputing X at each job
that consumes it as input. Figure 10.19 illustrates this optimization. The figure
shows that although X is computed multiple times, the data passing among the
distributed minions is only limited to Ci, which is a small matrix (30 MB for the
Tweets dataset).

Evaluations. The implementation of sPCA has one main driver program that runs
on a single machine that needs not be too powerful. The driver program issues dis-
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Figure 10.19 Modified job graph that shows our optimization of reducing intermediate data by
redundantly computing X in the three jobs.

tributed operations in a data center with 8 Amazon EC2 m3.2xlarge instances. We
implement the distributed operations on MapReduce [Dean and Ghemawat 2008].
We use a large dataset for the comparisons. We construct a matrix such that the
rows represent the tweets and the columns represent all words that appear in each
tweet. The matrix is of size 1,264,812,931× 71,503, which occupies about 94 GB. In
the following, we first evaluate the improvement of reducing the intermediate data
that flows from the end device to the data center, then we compare sPCA against
the closest counterpart on MapReduce that is implemented in the Mahout library
(http://mahout.apache.org); we refer to such an implementation as Mahout-PCA.

We use a subset of the Tweets to evaluate the improvement of reducing the
intermediate data that flows among minions. The dataset consists of 100,000 rows
and 71,503 columns. We measure the running time of sPCA with and without
reducing intermediate data X. The results show that it takes 7 seconds to compute
X and Y tX from the input matrix Y , while it takes 54 minutes to compute Y tX from
the intermediate matrix X. This shows that the overhead of loading X on minions
is significantly slower than recomputing it. Therefore, recomputing it on minions
significantly speeds it up compared to transmitting it across minions.

We compare the sPCA against the Mahout-PCA with respect to the intermedi-
ate data size, which is the amount of data generated by each algorithm during its
execution. We note that in many cases the intermediate data generated by the algo-
rithm far exceeds the size of the input data, and thus becomes a major bottleneck.
Our results show that sPCA generates much smaller intermediate data compared
to Mahout-PCA. Figure 10.20 shows that Mahout-PCA generates 961 GB of inter-
mediate data, whereas sPCA-MapReduce produces 131 MB of such data, a factor of
3,511× reduction.

Next, we compare the running times of sPCA and Mahout-PCA. A sample of the
results is shown in Figure 10.21 for the Tweets dataset. Other results are similar
[Elgamal et al. 2015]. In this figure, we vary the number of rows in the input matrix,
but we use the same number of columns, namely the full 71,503 columns of the

http://mahout.apache.org
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dataset. The results in Figure 10.21 show that the running times for both algorithms
are close for small datasets (i.e., up to 10 million rows). For larger datasets, however,
sPCA-MapReduce is two orders of magnitude faster than Mahout-PCA. The reason
for this is that the benefits of the optimizations in sPCA pay off better when we scale
to larger datasets.

10.5 Deployment: Open-Source Platforms
The above projects are all potential applications of multimedia fog platforms.
However, we often re-implement the applications from scratch, which is tedious,
error-prone, and inefficient. Therefore, we propose to build and optimize a gen-
eral fog platform for distributed multimedia applications. With such a platform
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ready, we can avoid reinventing wheels in future projects. More specifically, we be-
lieve that it is important to design, implement, and deploy a general fog platform
for: (i) communication-, (ii) computation-, (iii) storage-, and (iv) sensor-bound dis-
tributed multimedia applications. Our considered fog platform aims to capitalize
all available resources in data centers, edge networks, and end devices. We be-
lieve that such a goal has always been part of multimedia system research, because
multimedia applications are resource-hungry and delay-sensitive. The multimedia
research community will be more involved in the development of a general, opti-
mized, multimedia fog platform for all future distributed multimedia applications.
In the following, we survey three existing open-source platforms, which can be ex-
tended into a multimedia fog platform.

OpenStack(http://www.openstack.org) is a famous and mature open-source
management platform used in cloud computing. Cloud providers can use
OpenStack to efficiently manage many computers and VMs in data cen-
ters. OpenStack provides several services for management, including Nova,
Glance, Neutron, Swift/Cinder, Keystone, and Horizon. These services are
responsible for managing VMs, images, networks, storage, security, and
user interface, respectively. In addition to traditional VM technologies, such
as Xen (http://www.xenproject.org/) and KVM (http://www.linux-kvm.org/),
OpenStack also supports a lightweight virtualization technology, called LXC
(http://linuxcontainers.org).

SaltStack(http://saltstack.com) is a lightweight management tool implemented
in Python. SaltStack allows users to remotely configure a set of computers.
SaltStack is developed by Google, and is integrated with Docker as its vir-
tualization technology. SaltStack is also a possible choice to implement our
multimedia fog platform, and is bundled with Kubernetes (introduced be-
low).

Kubernetes(http://kubernetes.io) is developed by Google. It is a recent man-
agement tool designed for lightweight virtualization. Kubernetes has the
same master-minion structure and it adopts Docker as its lightweight virtu-
alization technology. The master of Kubernetes can manage all the minions
and the Docker containers running on the minions. Kubernetes integrates
SaltStack, but it is more comprehensive than SaltStack. More specifically,
Kubernetes provides better fault tolerance, which automatically makes re-
dundant containers and performs failure recovery—for example, if a user

http://www.openstack.org
http://www.xenproject.org/
http://www.linux-kvm.org/
http://linuxcontainers.org
http://saltstack.com
http://kubernetes.io
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requests to run Apache services. Kubernetes creates a pod consisting of mul-
tiple Apache containers. It then automatically selects appropriate minions
to run the Apache containers. If one of the minions is broken or one of the
containers is disconnected, Kubernetes automatically recovers from it.

Virtualization technologies such as Xen and KVM need entire guest operating
systems, the necessary binaries, and libraries to create a virtual machine. It takes
a powerful server to launch a virtual machine, which consumes a lot of storage
space and computing power. Hence, these technologies are not suitable for our fog
platform. Instead, containers such as LXC and Docker are used in several areas.
Compared to virtual machines, containers require less resources and can be set up
in a short time. More specifically, multiple containers running on the same host
share the same operating system kernel, and use the namespaces to distinguish one
from another. Modules running in containers are allowed just mandatory services
they need, rather than including the full operating system. In summary, Docker and
LXC containers are a lightweight virtualization technology, which is more suitable
to be used on resource-limited minions, compared to traditional virtualization
technologies.

Based on our survey on open-source platforms and virtualization technologies,
Kubernetes is a state-of-the-art platform, consisting of SaltStack and the light-
weight virtualization technology, Docker. We implement a Kubernetes-based fog
platform, shown in Figure 10.22, which consists of three main components: (i) a
user interface, (ii) Kubernetes, and (iii) Module Deployment Algorithm (MDA).
Users send requests to the server through the user interface, and the server stores
the requests in the request database. Each request may be split into several mod-
ules, which are packaged by Docker as container images. The container images are
pushed to the devices and the corresponding modules are started from the con-
tainer images. After collecting a bunch of requests, the server executes the MDA
algorithm to make module deployment decisions, which are essentially the deploy-
ment plan of the corresponding modules of requests. The deployment plan is then
sent to Kubernetes, which follows the plan and sends commands to deploy the
modules on the devices. Finally, the results from the modules are stored in the re-
sult database and shown to the users through the user interface. More details about
the MDA algorithm can be found in Hong et al. [2016b].

Figure 10.22 also reveals that multiple small modules can help one another to
finish a request and send the results back to the server. In contrast, traditionally,
we use a module to collect some sensing data and use another complex module
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Figure 10.22 The Kubernetes-based fog platform. (From Hong et al. [2016b])

to process the sensing data on a powerful server. For example, if a user requests
information on the crowdedness of a specific location, traditionally, we run a face
detection module, that receives images from surveillance cameras and counts the
number of humans on a server. In our proposed fog platform, we may split the
same request into three smaller modules: (i) image collector, which is responsible
for collecting images; (ii) feature extractor, which is responsible for extracting face
features of the collected images; and (iii) face detector, which is responsible for
counting the number of humans based on the extracted features. We then deploy
these modules on multiple devices to share the load of a server and achieve lower
latency.

We implement a testbed of the Kubernetes-based fog platform with Docker. In
particular, we install Kubernetes on a mini PC with i5 CPU. We adopt Raspberry
Pis (http://www.raspberrypi.org) as our minions and install both Kubernetes and
Docker on Raspberry Pis. The Kubernetes installed on the mini PC is the master
of all the Raspberry Pis. We use Wonder Shaper (http://lartc.org/wondershaper/) to
throttle the bandwidth of the links between the devices and the links between the
devices and the server. We assume that the devices communicate using WiFi mesh
networks to stream data among the devices and connect to the Internet using 4G
networks. The 4G network is only used for pushing container images to the devices,
avoid high access fees. We limit the bandwidth between devices 300 Mbps, which is
the upper bound of 802.11n. We also limit the bandwidth of 4G networks 150 Mbps.

http://www.raspberrypi.org
http://lartc.org/wondershaper/
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We implement three modules: (i) image collector, (ii) face detector, and
(iii) crowdedness monitor. The image collector module captures images using the
camera sensor installed on Raspberry Pi. The face detector module counts the
number of humans based on the image from the image collector module. The
crowdedness monitor module measures the crowdedness based on the numbers
from the face detector module. More specifically, there are three kinds of requests
that can be by users, including (i) crowdedness, which uses all the three modules;
(ii) number of humans, which uses the first and second modules; and (iii) image,
which uses only the image collector module. For example, if a user requests the
crowdedness in a cross street, we run the MDA algorithm and deploy these three
modules on corresponding devices. The image collector module collects the image
of the street and sends it to the face detector module. The face detector module
receives the image, extracts the number of humans, and sends it to the crowded-
ness monitor. The crowdedness monitor module receives the detected number of
humans and computes the crowdedness for the user.

The sizes of the container images of these modules are 121.9 MB, 251.6 MB,
and 117.1 MB, respectively. The size of the container image of the face detector
module is about 2 times that of others because the face detector module requires
the OpenCV libraries, which need more space. However, the size all of these images
is still smaller than a traditional VM image: a Windows 7 VM may require > 20
GB disk space. This is because the traditional VM contains the entire operating
system, required libraries, and application binaries. The containers running on
the same machine share the kernel with the host, and thus they consume less
resources.

Figure 10.23(a) shows a photo of our testbed. We conduct an experiment to mea-
sure the overhead while we run multiple instances of the face detection application
on the same host. Moreover, we compare the performance with/without contain-
ers. Figures 10.23(b)–10.23(d) report the consumed resources and processing time.
The figures show that simultaneously running more than four instances of the face
detection application on a Raspberry Pi leads to full CPU utilizations and increased
processing time. This can be attributed to the fact that the Raspberry Pi has a quad-
core ARM Cortex-A7 CPU, and our application is CPU-bound. Last, the figure also
reveals that using containers results in virtually no overhead compared to directly
running the applications on the host. More details on the testbed can be found
in Hong et al. [2016b]. Given the encouraging evaluation results, we are currently
implementing several distributed multimedia applications on our multimedia fog
platform.
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Figure 10.23 Implications of different numbers of application instances: (a) photo of the testbed,
(b) processing time, (c) CPU utilization, and (d) RAM utilization.

10.6 Conclusion
In this chapter, we have proposed a multimedia fog platform, which provides com-
munication, sensing, storage, and computation resources to build a low-latency
and low-cost environment for distributed multimedia applications. We have dis-
cussed the following challenges of implementing the multimedia fog platform:
(i) business model, (ii) virtualization, (iii) resource management, (iv) SLA/QoS,
(v) security/privacy, and (vi) correctness/fraud. These challenges may stimulate fu-
ture research in these exciting directions. Moreover, we have summarized four
of our prior studies as examples of distributed multimedia applications. The
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presented studies span over communication-, sensor-, resource-, and computation-
bound multimedia applications. Each application considers all or some of the
listed challenges (e.g., the animation rendering service on the multimedia fog plat-
form considers all the listed challenges). Our prior studies solve some of the issues
that occur when leveraging the resources from minions, but they are not running on
a general multimedia fog platform. To avoid reinventing wheels, we have surveyed
open-source platforms and have adopted Kubernetes and the Docker container to
implement our general multimedia fog platform. Our preliminary experiment re-
sults show that using the Docker container does not lead to additional overhead
compared with directly running the applications on minions. Hence, adopting
Docker as the virtualization technology and using Kubernetes to manage them is
promising for implementing the general multimedia fog platform.

This chapter is just a starting point for developing a general multimedia fog plat-
form. There are a wide spectrum of open issues caused by the uncertainty and het-
erogeneity of minions; for example: (i) predicting the available resources, (ii) man-
aging the heterogeneous resources, (iii) dividing the applications into smaller mod-
ules to fit the resource-limited minions, (iv) deploying the modules to the right
minions for good QoS, (v) detecting the correctness of the results from the minions,
and (vi) preventing fraud. We firmly believe the multimedia systems community has
a unique opportunity to address these issues for a general, optimized multimedia
fog platform.
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Cloud gaming refers to a new way to deliver computer games to users via networks,
where computationally complex games are executed on cloud servers, the rendered
game scenes are streamed over the Internet to gamers with thin clients on hetero-
geneous devices, and the control events generated by input devices are sent back
to cloud servers for interactions. In the late 2000s, we started to see cloud gaming
services offered by startups, such as OnLive, GaiKai, and Vbitus. Then Gaikai was
acquired by Sony, which is a major game console developer Sony-Gaikai. This was
followed by competition between Sony’s PlayStation Now and NVIDIA’s Grid Game
Streaming Service, which further heated up the cloud gaming market. In fact, a
2016 report from Infiniti Research indicated that the number of cloud gaming users
would continue to grow rapidly by 29% during the period of 2021. The same report
also indicated that in terms of geography, the Americas account for the maximum
market share in 2016 due to the high penetration of smart devices and the availabil-
ity of high-speed internet in the region. However, the APAC region is also expected
to grow significantly during the forecast period as developing countries, including
China, South Korea, and India, are rapidly adopting novel technologies for gaming
[Infiniti Research 2016].

The increasing popularity of cloud gaming can be attributed to several advan-
tages to gamers, game developers, and service providers. For gamers, cloud gaming
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enables them to: (i) have access to their games anywhere and anytime, (ii) pur-
chase or rent games on-demand, (iii) avoid regularly upgrading their hardware,
and (iv) enjoy unique features such as migrating across client computers during
a game session, observing ongoing tournaments, and sharing game replays with
friends. For game developers, cloud gaming allows them to: (i) concentrate on
a single platform, which in turn reduces the porting and testing efforts, (ii) by-
pass retailers for higher profit margins, (iii) reach out to more potential gamers
with a rental rather than a purchase model, and (iv) avoid piracy as the game soft-
ware is never downloaded to client computers. For service providers, cloud gaming:
(i) leads to new business models, (ii) creates more demands on already-deployed
cloud resources, and (iii) demonstrates the potentials of new remote execution
applications, as cloud gaming requires strict constraints on computing and net-
working resources.

Despite the great opportunities of cloud gaming, several crucial challenges must
be addressed before it reaches its full potential to engage more gamers, game devel-
opers, and service providers. First, cloud gaming platforms and testbeds must be
built up for comprehensive performance evaluations. The evaluations include mea-
surements on Quality of Service (QoS) metrics, such as energy consumption and
network metrics, and Quality of Experience (QoE) metrics, such as gamer-perceived
gaming experience. Building platforms and testbeds, designing test scenarios, and
carrying out performance evaluations require significant efforts, while analyzing
the complex interplay between QoS and QoE metrics is even more challenging. Sec-
ond, the resulting platforms and evaluation procedures allow the research commu-
nity to optimize the system components, such as cloud servers and communication
channels. Optimization techniques for better resource allocation are strongly de-
manded for cloud servers, where better content coding and adaptive transmissions
are also important in order to further improve the overall experience and resource
efficiency of cloud gaming services. Thus, many research papers have been pub-
lished in order to address various technical challenges toward the realization of
an ideal cloud gaming system. Figure 11.1 shows a typical architecture for a cloud
gaming system.

In this chapter, we first provide an overview of cloud gaming research developed
in the last decade in Section 11.1. We classify these papers into four categories: plat-
forms, cloud deployment, client design, and communications, and then present
each category of research in Sections 11.2, 11.3, 11.4, and 11.5, respectively. Fi-
nally, we depict our projections on the future paradigms of cloud gaming services
in Section 11.6 and conclude in Section 11.7.
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Figure 11.1 Illustration of a typical cloud gaming system architecture. (Adapted from Cai et al.
[2016b])

11.1 Overview on Cloud Gaming Research
As a promising cloud service provisioning paradigm, cloud gaming has attracted
interest from a number of research groups all over the world. These teams have
shared their thoughts and ideas in this area from their viewpoints. In this section,
we survey and summarize all of these cloud gaming overviews.

Ross [2009] was the first paper to introduce the cloud gaming model to academia
in 2009, nine years after the G-cluster’s demonstration of a prototype cloud gaming
technology at E3. In this article, the author describes gaming as a killer application
of cloud computing and depicts the blueprint of this novel game delivery paradigm,
proposed by Advanced Micro Devices (AMD), that renders games’ scene videos,
compresses them, and transmits them to gamers through the Internet. This ap-
proach enables computer gamers to offload their graphic rendering tasks to the
cloud, and thus eliminates the computation workload on the gamers’ side. This
is the most popular definition of cloud gaming adopted by most of the research
work in this area. However, a 2014 publication Mishra et al. [2014] provides a more
general definition, by envisioning the cloud gaming system as a novel computer
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architecture that leverages cloud resources to improve gaming performance, such
as rendering quality, response time, precision, and fairness. The authors distribute
system workload to multiple cloud servers and game clients to realize this vision.
For a further step, Cai et al. [2014] explore the essence of cloud games as inter-
dependent components, and thus define cloud gaming as utilizing cloud resources
to host gaming components, thereby reducing workload at the terminal and in-
creasing the overall system performance. Citing different integration approaches
of the cloud, the authors identify and discuss the research directions of three cloud
gaming architectural frameworks, which are Remote Rendering, Local Rendering,
and Cognitive Resource Allocation.

After the official launch of OnLive in March 2010, the business model for cloud
gaming became a hot topic in both the industry and academia communities. In
their 2011 article, Riungu-Kalliosaari et al. conduct interviews in small and me-
dium size game companies to study the adoption dynamics of cloud computing,
in a qualitative approach. With the grounded theory method, the authors observe
that although the concept of cloud gaming is relatively well known in the industry,
game developers are still hesitant to adopt cloud computing services and technolo-
gies due to the lack of clear business models and success stories. To this end, Ojala
and Tyrvainen [2011] begin their investigations on developing business models for
cloud gaming services. As a case study for Software as a Service (SaaS), the authors
select G-cluster, one of most famous cloud gaming companies, to compare its busi-
ness model over five years from 2005 to 2010. They conclude that the business
model in cloud gaming has become simpler and has fewer actors, which increases
the revenue per gamer. In addition, they anticipate that the cloud gaming technol-
ogy will render copyright infringement practically impossible. Meanwhile, another
paper [Moreno et al. 2012] considers the convergence of mobile and cloud in the
game industry from a business model perspective. The authors discuss the first
sketch of a possible business model of the Kusanagi project, a proposed end-to-
end infrastructure, from domains of service, technology, organization, and finance,
and compare three examples over these domains, including G-Cluster, Gaikai, and
OnLive.

On the other hand, during the past decade, there have been numerous cloud
gaming systems and services in the market. A number of studies examine these
systems and envision the opportunities, challenges, and directions in this area.
These papers, e.g., [Dey et al. 2012], [Soliman et al. 2013], [Wu 2014], [Cai et al.
2014], [Mishra et al. 2014], [Chen et al. 2014], [Chuan et al. 2014], cover most of
the commercial and open platforms, while their concerns about technical issues
are greatly overlapped by the topics of response time minimization, graphical



11.2 GamingAnywhere: An Open-Source Cloud Gaming Platform 291

video encoding, network-aware adaption, QoE optimization, and cloud resource
management.

Besides the common focuses, each research group has particular interests and
directions. For example, Dey et al. [2012] concentrate on developing device-aware
scalable applications, which involve an open issue of how to extend the cloud to
wireless networks. In Soliman et al. [2013], the authors discuss legal issues, includ-
ing patents, ownership concerns, guaranteed service levels, and pricing schemes.
In contrast, piracy and hacking may no long be issues, since the executable game
program will not be delivered to the gamers. On the other hand, Wu [2014] ex-
plores the architecture of cloud gaming systems from the aspect of cloud service
layers, namely IaaS, SaaS, and PaaS, where security is identified as a great poten-
tial challenge in cloud gaming, especially data protection and location. Cai et al.
[2014] investigate the features of different game genres and identify their impact
on cloud gaming system design. In addition, they provide a vision on GaaS (i.e.,
Games as a Service) provisioning for mobile devices. Mishra et al. [2014] explain
how to enhance the quality of online gaming by integrating several techniques,
including the interplay between QoS and QoE metrics, game models, and cloud
expansion. Chen et al. [2014] point out a number of distinct research directions
in cloud gaming, such as game integration, visualization, user interface, server se-
lection, and resource scheduling. Chuan et al. [2014] study cloud gaming from a
green media perspective. The authors discuss the major cloud gaming subsystems
with green designs, which include a cloud data center, graphics rendering module,
video compression techniques, and network delivery schemes.

In addition to the above general studies, there exists a large amount of cloud
gaming research that focuses on individual research problems. Therefore, we refer
the readers to Cai et al. [2016b] for a more comprehensive literature survey in the
cloud gaming field.

11.2 GamingAnywhere: An Open-Source Cloud Gaming Platform
Remote desktop software packages, such as LogMeIn, TeamViewer, and UltraVNC,
have been popular for some time, but were not designed for highly interactive
applications, and thus do not meet the strict requirements of cloud gaming [Chang
et al. 2011]. Although there exist commercial cloud gaming services, e.g., GaiKai,
OnLive, and StreamMyGame, in a 2011 measurement study Chen et al. [2011] report
that these cloud gaming systems still suffer from high response delay, among
other limitations. For example, assuming a negligible network latency, 134 ms and
375 ms mean response delay are measured on the OnLive and StreamMyGame
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platforms, respectively [Chen et al. 2011]. Hence, the challenges of developing
cloud gaming systems for high video quality and low response delay remain open.
We consider a major cause of the unsatisfactory performance of existing cloud
gaming systems to be the lack of an open-source cloud gaming system, which would
enable the research community to readily implement and evaluate their new ideas
for better designs of cloud gaming systems.

In this section, we present a guide to GamingAnywhere, the first and probably
the most widely adopted open-source cloud gaming system, which is now publicly
available on http://gaminganywhere.org/ [GamingAnywhere Repository 2013]. This
system has three main advantages over many existing systems.

1. GamingAnywhere is an open system, in the sense that a component of the
video streaming pipeline can be easily replaced by another component im-
plemented with a different algorithm, standard, or protocol. For example,
GamingAnywhere by default usesx264 [X264 2012] andvpxenc [WebM 2013]
to encode the captured raw gameplay videos. To expand GamingAnywhere for
stereoscopic games, an H.264/MVC encoder may be plugged into it without
significant changes. More generally, various algorithms, standards, proto-
cols, and system parameters can be rigorously evaluated with real exper-
iments, which is difficult, if not impossible, on proprietary cloud gaming
systems.

2. GamingAnywhere is cross-platform, and is currently available on Windows,
Linux, OS X, and Android (client only). This is made possible largely due to
the modularized design of GamingAnywhere.

3. GamingAnywhere has been designed to be efficient, for example, in its min-
imizing of time and space complexity by using shared circular buffers to
reduce the number of memory copy operations. These optimizations allow
GamingAnywhere to provide a high-quality gaming experience with short re-
sponse delays. In particular, on a commodity Intel i7 PC, GamingAnywhere
delivers real-time 720p videos at≥ 35 fps, which is equivalent to a processing
time of less than 28.6 ms for each video frame, with a video quality sig-
nificantly higher than that of some commercial cloud gaming systems. In
particular, GamingAnywhere outperforms OnLive by 5 dB in Peak Signal-to-
Noise Ratio (PSNR) according to Huang et al. [2014a].

11.2.1 Target Users
GamingAnywhere is designed for three types of users. First, researchers and engi-
neers may use GamingAnywhere to evaluate their new ideas without reimplement-
ing the irrelevant software components. This will allow many new ideas to be tested

http://gaminganywhere.org/
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in real testbeds and deployed in practical applications within short time frames.
Second, cloud gaming service providers may develop a cloud gaming front-end for
gamers to choose the desired games, and integrate their front-end with GamingAny-
where. Compared to developing a brand new cloud gaming system from scratch,
adopting GamingAnywhere would largely reduce the time to market of new services.
Third, gamers may set up GamingAnywhere on their powerful home PCs, and enjoy
high-quality gaming experiences using thin clients via a LAN or the Internet.

To reach a wider audience, GamingAnywhere is written in C/C++ and it leverages
several popular open-source libraries such as ffmpeg and libSDL. Detailed designs
and implementations can be found in Huang et al. [2014a]. Users are also en-
couraged to contribute to this project by installing and working with the system,
providing comments and suggestions, sharing game configurations, and even sub-
mitting patches via the forum or public repositories.

11.2.2 System Architecture
The game selected by a user runs on a game server. There is an agent running
along with the selected game on the same server. The agent can be a stand-alone
process or a module (in the form of shared object or dynamically-linked libraries
(DLL)) injected into the selected game process. The choice depends on the type
of game and how the game is implemented. The agent has two major tasks: The
first task is to capture the A/V frames of the game, encode the frames using the
chosen codecs, and then deliver the encoded frames to the client via the data flow.
The second task of the agent is to interact with the game. Whenever it receives
the user’s actions transmitted from the client, it injects the received keyboard,
mouse, joystick, and even gesture events into the game process, which will be then
translated to in-game actions. However, as there exist no standard protocols for
delivering users’ actions, we design and implement the transport protocol of user
actions in GamingAnywhere.

Technically, the client program of GamingAnywhere is implemented by com-
bining an RTSP/RTP multimedia player and a keyboard/mouse logger. GamingAny-
where allows observers1 by nature because the server delivers encoded A/V frames
using the standard real time streaming protocol (RTSP) and real time transport
protocol (RTP) protocols. In this way, an observer can watch gameplay by simply ac-
cessing the corresponding game URL with full-featured multimedia players, such
as the VLC media player [VideoLAN 2017], which are available on almost all OSs
and platforms.

1. In addition to playing a game themselves, hobbyists may like to watch how other gamers play the
game. An observer can only watch how a game is played but cannot be involved during gameplay.
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GamingAnywhere defines two types of network flows in the architecture, the
data flow and the control flow. Whereas the data flow is used to stream audio and
video (A/V) frames from the server to the client, the control flow runs in a reverse
direction, being used to send the user’s actions from the client to the server. This ar-
chitecture of GamingAnywhere allows it to support both PC- and Web-based games.

11.2.3 Environment Setup
GamingAnywhere is released with two types of software packs: all-in-one and
pre-compiled binary packs [GamingAnywhere Repository 2013]. The all-in-one

pack includes source codes, third-party library source code, and pre-compiled
binaries, while a pre-compiled binary pack such as the bin.win32 pack includes
only pre-compiled binaries for running the software on a certain platform. In any
case, users can always build their own binaries that best match their environments.

GamingAnywhere can be installed by simply uncompressing the software packs,
with or without the source code. If the all-in-one software pack is downloaded,
the complete GamingAnywhere system can be compiled from scratch. One excep-
tion is the dependent Windows libraries: as re-building them can be tricky, the
pre-built Win32 libraries are included in the software packs.

We briefly describe how to build GamingAnywhere binaries below. GamingAny-
where consists of three binaries: (i) ga-client, which is the thin client, (ii) ga-
server-periodic, which periodically captures the desktop or a window as the
game screen, and (iii) ga-server-event-driven, which directly hooks into the
game executables to capture game screens.

POSIX. To build GamingAnywhere on POSIX platforms (i.e., Linux and Mac OS X),
g++, pkg-config, libX11, libXext, libXtst, libfreetype6, and libasound2

are required. In addition, libgl1-mesa, libglu1-mesa, and libpulse need to
be installed. You must install both binaries and development files for the above
packages. Next, the following instructions are recommended:

1. Edit the env-setup script and point GADEPS to the absolute path of gaming-
anywhere/deps.posix/.

2. Load the environment variables from env-setup by using the . or source
commands.

3. Build file dependencies using make under deps.src/.

4. Build GamingAnywhere using make all under ga/.

5. Install GamingAnywhere using make install under ga/. All the generated
binaries will be copied into bin/.
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Windows. To build GamingAnywhere on Microsoft Windows from the source code,
Visual Studio 2010, Windows SDK, and DirectX SDK are required. Then, follow the
instructions:

1. Install dependencies libraries by running install.cmd under deps.pkg

.win32\.

2. Install DirectX SDK into C:\Microsoft DirectX SDK. If you install it at a
different location, modify the SDK paths in ga\module\vsource-desktop\

NMakefile.d3d and ga\server\event-driven\NMakefile.

3. Launch Microsoft Visual C++ command line prompt.

4. Build GamingAnywhere by running nmake /f NMakefile all command
under ga\.

5. Install GamingAnywhere by running nmake /f NMakefile install com-
mand under ga\. All the generated binaries will be copied into bin\.

11.2.4 Execution
Before executing GamingAnywhere, please make sure the following prerequi-
sites are met. On POSIX, add deps.posix/lib to the system-wide ld.so search
path. Moreover, modify bin/config/common/server-common.conf to ensure
thatDISPLAY is set to an X-Window desktop with the XTEST extension enabled. The
X-Window desktop can be a VNC or Xvfb desktop. On Windows, copy deps.win32\
bin\*.dll to the same directory of GamingAnywhere binaries (i.e., bin\) or a
directory in the system-wide DLL search path.

The examples below describe how to run the GamingAnywhere server and client
using DirectX SDK samples on Windows. Certainly it is possible to modify and run
GamingAnywhere in many ways beyond these examples.

Start up the periodic capture server. To stream a game window to the client,
launch the game first and then use the following command: ga-server-periodic
config\server.d3dex.conf. The server configuration file sets either the find-

window-name or find-window-class option to specify the title and the class
name, respectively, of the game window to be streamed. Then, ga-server-

periodic moves the specified window to the upper-left corner of the desktop,
and starts capturing the screens of the window periodically (say, every 20 ms).
Gamers should avoid moving the window manually as it may affect the mouse cur-
sor functionality. If you do not know the window title or the class name, you can
find the information for a window by using the Spy++ tool and the xwininfo tool
on Windows and Linux, respectively.
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Start up the event-driven server. Rather than capturing a game’s window period-
ically, GamingAnywhere provides another type of built-in server that is able to
capture the game window whenever the game updates its screen via API hooking.
Please issue the following command: ga-server-event-driven config\server

.d3dex.conf. (Because ga-server-event-driven launches the game executable
specified by the game-dir and game-exe options in the configuration file, each
game has its own configuration file.)

Launch the client. The GamingAnywhere thin client can be run by ga-client

config\client.abs.conf rtsp://192.168.1.1:8554/desktop, where the
server IP address is 192.168.1.1; by default GamingAnywhere uses TCP port 8554 for
RTSP streams and TCP/UDP port 8555 for control messages. Theclient.abs.conf
is a sample configuration that enables the absolute mouse cursor positioning. In
contrast, client.rel.conf employs the relative mouse cursor positioning. The
choice of either configuration file is game-dependent, as different games use dif-
ferent mechanisms for mouse position acquisition and management.

Figure 11.2 shows a running GamingAnywhere testbed. In this picture, the
laptop on the left-hand side runs the LEGO Batman game with the GamingAnywhere
event-driven server (i.e., ga-server-event-driven). The MacBook laptop on the
right-hand side runs the GamingAnywhere client. Two observer clients also connect
to the same server simultaneously. One client runs on an Android phone and
another client runs on an iPad 2. Moreover, as the GamingAnywhere server delivers
audio and video frames using the standard RTSP/RTP protocol, any compatible
RTSP/RTP players can be used to observe gameplay.

We provide configuration files for several public-domain games
[GamingAnywhere Repository 2013], such as Armagetron Advanced, Assault Cube,
and Neverball, so that anyone can quickly experience GamingAnywhere. Notice
that the server configuration files are game-dependent, and therefore we provide a
sample server configuration for each game. To get the server configuration work-
ing, please modify the game-dir and game-exe options in the configuration files
to point to the game executables.

11.2.5 Research Based on GamingAnywhere
GamingAnywhere has served the basis of numerous research studies in academia
and the industry. For example, Hong et al. [2014a] utilized GamingAnywhere in
their study of how to allocate virtual machines inside and across data centers
in order to co-optimize gamer QoE and provider net profit. Slivar et al. [2014]
used GamingAnywhere in their in-home streaming scenario to compare the QoE
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Figure 11.2 Demonstration of a running GamingAnywhere system. There are four devices in the
photo: one game server (the left-hand side laptop) and three game clients (a MacBook,
an Android phone, and an iPad 2). (Adapted from Huang et al. [2013a]) (LEGO Batman
software is copyrighted by Traveller’s Tales Games Publishing Ltd.)

differences between online gaming and cloud gaming, and explore the effect of
various factors, such as network conditions and player skills, on the perceived QoE
levels. Hsu et al. [2015] regarded GamingAnywhere as a general-purpose video-
based screencast platform and took advantage of its customizability to investigate
the impact of individual components, such as GPU and transport protocol, on the
overall performance in a formal comparison of screencast solutions. Besides all
these, there has been much more research work done using GamingAnywhere in
the studies of mobile cloud gaming, e.g., [Huang et al. 2013b], GPU consolidation,
e.g., [Hong et al. 2014b], energy consumption, e.g., [Huang et al. 2014b], and so on.

Readers, certainly, are encouraged to conduct their own research based on
GamingAnywhere by exploiting its high extensibility, portability, configurability,
and openness.

11.2.6 Community Participation
GamingAnywhere provides an interactive web forum for discussions among de-
velopers, researchers, and users at http://gaminganywhere.org/forum. The forum
provides several advantages over email communications, such as: 1) the questions
and responses are posted on the forum so that users can be pointed to a certain

http://gaminganywhere.org/forum
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thread whenever applicable; 2) enthusiastic users often appear and help each other
to resolve various issues on the installation and execution of GamingAnywhere.

As some researchers and users are keen to contribute their improvements and
add-ons back to the GamingAnywhere project, the full source code of GamingAny-
where is also hosted on a github repository to enable a wider and more active
participation in future development. Readers are very much welcome and encour-
aged to be part of this non-profit and open-source project.

11.3 Cloud Deployment
Fueled by elastic resource provisioning, reduced costs, and unparalleled scalability,
cloud computing is drastically changing the operation and business models of the
IT industry. Advances in cloud technology have expanded to facilitate offloading
more complex tasks as high-definition 3D rendering, which turns the idea of cloud
gaming hosted in a public cloud environment into a reality.

Originally, cloud gaming platforms tended to focus on private, non-virtualized
environments with proprietary hardware, where each user is often mapped in
a one-to-one fashion to a physical machine in the cloud. Modern public cloud
platforms heavily rely on virtualization, which allows multiple virtual machines
to share the underlying physical resources, making truly scalable play-as-you-go
service possible. Despite the simplicity and ease of deployment, existing cloud
gaming platforms have seldom been deployed in the public cloud environment.

Migrating gaming to a public cloud (e.g., Amazon EC2) is non-trivial, how-
ever. The system modules should be carefully planned for effective virtual resource
sharing with minimum overhead. Moreover, as the complexity of 3D rendering
increases, modern game engines not only rely on the general-purpose CPU for com-
putation, but also on dedicated graphical processing units (GPUs). While GPU cards
have been virtualized to some degree in modern virtualization systems, their per-
formance has historically been poor given the ultra-high memory transfer demand
and the unique data flows. Recent advances in terms of both hardware and software
design have not only increased the usability and performance of GPUs, but created
a new class of GPUs specifically for virtualized environments. A representative is
NVIDIA’s GRID Class GPUs, which allow several virtualized systems the ability to
each utilize a dedicated GPU, by placing several logical GPUs on the same physical
GPU board. Hardware advances greatly assist in the deployment of online gaming
systems in a public cloud environment. In this chapter we will discuss some of the
technologies and issues inherent in bridging the cloud gaming systems and the
public cloud.
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11.3.1 Virtualization: A Recap
Any virtualization system must ensure that each virtual machine (VM) be given fair
and secure access to the underlying hardware. In state-of-the-art virtualization sys-
tems, this is often achieved through the use of a software module known as a hyper-
visor, which works as an arbiter between a VM’s virtual devices and the underlying
physical devices. The use of a hypervisor brings many advantages, such as device
sharing, performance isolation, and security between running VMs. However, hav-
ing to consult the hypervisor each time a VM makes a privileged call introduces
considerable overhead as the hypervisor must be brought online to process each
request. Figure 11.3 shows the interactions between three different VMs and the
hypervisor.

A GPU consists of hundreds or even thousands of cores, allowing a vast amount
of threads to run simultaneously to solve computationally intensive tasks. Due
to its intrinsically parallel nature, a GPU demands much higher memory band-
width than a CPU, and thus existing hardware designs around GPUs are mostly
throughput-driven. For instance, the GPU’s internal bandwidth is optimized by us-
ing a dedicated memory, a newer generation of which is GDDR5. Externally, a GPU
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is interfaced with the motherboard by a PCI Express (PCI-E) expansion slot, which
has a much higher bus throughput than other older PCI buses. Unfortunately, the
data transfer between the main memory and GPU is still a bottleneck, and virtu-
alization can dramatically degrade the memory transfer performance. Using SIMD
(single instruction, multipule data), a GPU is able to unleash its computing power
on data-parallel computations. However, this makes it harder to share a GPU among
multiple VMs, each with its own distinct task to perform. The CPU, on the other
hand, excels at task-parallel computations with its massive number of cores, mak-
ing virtualization easier with concurrent access to different VMs and their disparate
tasks.

11.3.2 Virtualized GPU Architecture and Pass-through
Recent hardware advances have enabled virtualization systems to perform a one-
to-one mapping between a device and a virtual machine guest, allowing hardware
devices that do not virtualize well to still be used by a VM, including a GPU. Both
Intel and AMD have created hardware extensions for such device pass-through,
namely VT-D by Intel and AMD-Vi by AMD. They work by making the processor’s in-
put/output memory management unit (IOMMU) configurable, allowing the system’s
hypervisor to reconfigure the interrupts and direct memory access (DMA) channels
of a physical device, to map them directly into one of the guests.

As illustrated in Figure 11.4(a), data flows through DMA channels from the
physical device into the memory space of the VM host. The hypervisor then forwards
the data to a virtual device belonging to the guest VM. The virtual device interacts
with the driver residing in the VM to deliver the data to the guest’s virtual memory
space. Notifications are sent via interrupts and follow a similar path. Figure 11.4(b)
shows how a 1-1 device pass-through to a VM is achieved. As can be seen, the DMA
channel can allow data to flow directly from the physical device to the VM’s memory
space. Also, interrupts can be directly mapped into the VM through the use of
remapping hardware, which the hypervisor configures for the guest VM.

The advanced pass-through grants a single VM a one-to-one hardware mapping
between itself and the GPU. These advances have allowed the cloud platforms to
offer virtual machine instances with GPU capabilities. For example, Amazon EC2
has added an instance class known as the GPU Instances, which have dedicated
NVIDIA GPUs for graphics and general-purpose GPU computing.

Although many cloud computing workloads do not require a GPU, cloud gaming
servers require access to a rendering device to provide 3D graphics. As such, VM and
workload placements have been researched to ensure cloud gaming servers have
access to adequate GPU resources. In 2011, Kim proposed a novel architecture to
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support multiple-view cloud gaming servers, which share a single GPU. This archi-
tecture provides multi-focal points inside a shared cloud game, allowing multiple
users to potentially share a game world, which is rendered on a single GPU. In
2012, researchers at the University of Southern California performed an analysis of
the performance of combined CPU/GPU servers for game cloud deployments [Zhao
et al. 2012]. The researchers tested offloading different aspects of game processing
to these cloud servers, while maintaining some local processing at the client side.
They concluded that leaving some processing at the client side could lead to an
increase in QoS of cloud gaming systems.

In 2013 it was shown that direct GPU assignment to a virtualized gaming in-
stance can lead to frame rate degradation of over 50% in some gaming applications
[Shea et al. 2013]. The researchers found that the GPU device pass-through severely
diminished the data transfer rate between the main memory and the GPU. In 2015,
the work was extended to more advanced platforms and found that although the
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memory transfer degradation still existed, it no longer affected the frame rate of
current-generation games [Shea et al. 2015]. Hong et al. [2014b] performed par-
allel work, where the researchers discovered that the frame rate issue present in
virtualized clouds may be mitigated by using mediated pass-through, instead of di-
rect assignment. Work has also been done on encoding for applications such as
cloud gaming.

11.4 Thin Client Design
From live video playback to low-latency networking, a cloud gaming thin client
relies on a number of cutting-edge technologies to function. We begin our analy-
sis with the important design considerations that must be addressed by a cloud
gaming system. A cloud gaming thin client system must collect a player’s actions,
transmit them to the cloud server where the actions are processed, and then trans-
mit the data back to the thin client and decode it. To ensure interactivity, these
actions must happen in the order of milliseconds. Intuitively, this amount of time,
which is defined as interaction delay, must be kept as short as possible in order to
provide a rich experience to the cloud game players. However, there are trade-offs:
the shorter the player’s tolerance for interaction delay, the less time the system
has to perform such critical operations as scene rendering and video compression.
Also, the lower this time threshold is, the more likely a higher network latency can
negatively affect a player’s experience of interaction. With this in mind, we will now
discuss delay tolerance.

11.4.1 Interaction Delay Tolerance
Research on traditional gaming systems has found that different styles of games
have different thresholds for maximum tolerable delay [Claypool and Claypool
2006]. Table 11.1 summarizes the maximum delay that an average player can tol-
erate before the QoE begins to degrade. As a general rule, games that are played in
the first-person perspective, such as the shooter game Counter-Strike, become no-
ticeably less playable when actions are delayed by as little as 100 ms. This low delay
tolerance is because such first-person games tend to be action-based, and players
with a higher delay tend to have a disadvantage. In particular, the outcome of defini-
tive game-changing actions such as who “pulled the trigger” first can be extremely
sensitive to the delay in an action-based first-person shooter (FPS) game. Third-
person games, such as role playing games (RPGs), and many massively multiplayer
games, can often have a higher delay tolerance of up to 500 ms. This is because a
player’s commands in such games—for example, use an item, cast a spell, or heal a
character—are generally executed by the player’s avatar; there is often an invocation
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Table 11.1 Delay tolerance in traditional gaming

Example Game Type Perspective Delay Threshold

First person shooter (FPS) First-person 100 ms

Role playing game (RPG) Third-person 500 ms

Real time strategy (RTS) Omnipresent 1000 ms

phase, such as chanting magic words before a spell is cast, and therefore the player
does not expect the action to be instantaneous. The actions must still be registered
in a timely manner, since the player can become frustrated if the interaction delay
causes them a negative outcome—for example, they healed before an enemy attack
but still died because their commands were not registered by the game server due
to high latency. The last category of games are those played in an “omnipresent”
view, that is, a top-down view looking at many controllable entities. Examples are
real time strategy (RTS) games like Star-Craft and simulation games such as The
Sims. Delays of up to 1000 ms can be acceptable to these styles of games since the
player often controls many entities and issues many individual commands, which
often take seconds or even minutes to complete. In a typical RTS game, a delay of up
to 1000 ms for a build-unit action that takes over a minute can often be unnoticed
by the casual player.

Although there is some similarity between interaction delay tolerance for tradi-
tional gaming and cloud gaming, we must note the following critical distinctions.
First, traditionally, the interaction delay was only an issue for multiplayer online
gaming systems, and was generally not considered for single-player games. Cloud
gaming drastically changes this; now all games are being rendered remotely and
streamed back to the player’s thin client. As such, we must be concerned with inter-
action delay even for a single-player game. Also, traditional online gaming systems
often hide the effects of interaction delay by rendering the action on a player’s local
system before it ever reaches the gaming server. For example, a player may instruct
the avatar to move and it immediately begins the movement locally; however, the
gaming server may not receive the update on the position for several milliseconds.
Since cloud gaming offloads its rendering to the cloud, the thin client no longer
has the ability to hide the interaction delay from the player. Visual cues such as
mouse cursor movement can be delayed by up to 1000 ms, making it impractical
to expect the player will be able to tolerate the same interaction delays in cloud
gaming as they do in traditional gaming systems. The maximum interaction delay
for all games hosted in a cloud gaming context should be at most 200 ms. Other
games, specifically such action-based games as first-person shooters, likely require
less than 100 ms interaction delay in order not to affect the player’s QoE.
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Based on the design considerations we have been discussing, a generic architec-
ture and data flow of a cloud gaming thin client can be seen in Figure 11.5. As can be
observed, a player’s commands must be sent over the Internet from its thin client
to the cloud gaming platform. Once the commands reach the cloud gaming plat-
form, they are converted into appropriate in-game actions, which are interpreted
by the game logic into changes in the game world. The game world changes are
then processed by the cloud system’s graphical processing unit (GPU) into a ren-
dered scene. The rendered scene must be compressed by the video encoder, and
then sent to a video streaming module, which delivers the video stream back to the
thin client. Finally, the thin client decodes the video and displays the video frames
to the player.

11.4.2 Real-World Thin Client: Configuration and Performance
A key motivation of migrating games to the cloud is to enable resource-constrained
(in terms of computation, memory, battery, etc.) thin clients to play advanced
games. Hence, we now shift our focus to the configuration and performance of
a thin client in our system.

Our test system was an EVGA Tegra NOTE 7 tablet, powered by NVIDIA’s set
Tegra 4, functionally a SoC (System on Chip) that features a quad-core ARM Cortex-
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A15 CPU, a 72-core NVIDIA GeForce GPU, and particularly a dedicated video de-
coding block that provides full support for hardware decoding. The tablet has a
1280× 800 (720p) native resolution screen; yet the GPU can support up to 4K UHD
external display through its video output. The installed Android 4.2.2 Jelly Bean
enables users to explore and utilize the device with a wide range of gaming apps.

We configured our Tegra tablet to make use of its built-in hardware decoder and
to switch between hardware decoding and software decoding.

Hardware vs. software video decoders: Power consumption. We use an advanced 3D
benchmark for mainstream tablets, namely, 3DMark Ice StormBenchmark, which
includes 720p game scenes, two graphics tests, and a physics test to stress GPU
and CPU, respectively. We installed it not only on the Tegra tablet for the power
measurement of local rendering, but also on the cloud gaming server for remote
rendering.

In Figure 11.6, we depict the results of the 3DMark Ice Storm. The horizontal axis
represents the timeline of the benchmark in seconds, and the vertical denotes the
overall power consumption in watts. On the bottom sits the hardware decoding
(average 2.36 watts), which stayed stable throughout the entire benchmarking.
The local rendering is represented as the solid line sitting roughly in the middle
(average 3.75 watts), which started high at around 5 watts, dropped under 4 and
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remained there until the later part of the benchmark. The other line sitting roughly
on the top (average 5.11 watts) gives the result with software decoding. As we
can see, when applying the hardware decoding, the device had an overall power
consumption between 2 and 3 watts, while local rendering stayed competitive with
the hardware decoding in the middle of benchmarking, where only normal game
scenes were rendered and no benchmark loading or other ultra CPU-intensive
works were happening. The software decoding, however, doubled this amount to
over 5 watts, which was even worse than the local rendering in terms of supporting
usual game scenes.

11.4.3 Hardware Decoder: Key for Cloud Gaming Client
A deeper investigation shows that local rendering increases the power consump-
tion at the very beginning and particularly in the later part of the benchmark. We
believe that this occurs when a large amount of CPU and GPU calls were made to
load and initialize the benchmark, stressing the device in the graphics and physics
test. This conjecture is not only based on our track of CPU/GPU usage, but also on
the fact that the sharp increase of power consumption, on the timeline, compactly
corresponds to the benchmark loading and stress testing, where extraordinarily
intensive workloads were involved. In other words, as opposed to traditional local-
rendered gaming, cloud gaming saves not only a large amount of power consumed
in rendering game scenes, but in game loading and other CPU/GPU-intensive op-
erations as well.

The savings, however, comes from hardware decoding only. The software de-
coder on the client side consumes even more energy than local rendering, by 5.11
watts against 3.75, theoretically cutting down 27% of the battery life, and making
cloud gaming less appealing given the notorious shortage of power supply in mo-
bile devices. The hardware decoder, on the other hand, holds a much lower average
power consumption at 2.36 watts, impressively extending battery life by 59% longer
than with local rendering and 117% longer than by the software decoder, which
makes battery shortage much less of a concern for users.

Moreover, as exhibited in the video clip experiment, when video resolution
increased from 480p to 720p and to 1080p, the software decoder expended sig-
nificantly more computing overhead and power consumption, while the hardware
decoder managed to contain the computational and energy cost to a relatively low
amount. Given that mainstream tablets now stand at 720p resolution and are still
moving forward, the gap between software and hardware decoders will only in-
crease. For richer and more detailed game world rendering at 4K UHD resolution
and beyond, a hardware decoder is definitely needed, though it remains to be uni-
versally supported by tablets and smartphones.
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11.5 Communication
In this section, we discuss two research directions on the aspect of communication
between a cloud gaming client and its server. The main challenges lie in the demand
for high-definition game scenes rendered on game servers to be presented on
game clients at an update frequency of 60 Hz or even higher, which introduces
a high communication need. Therefore, we first discuss three common strategies
(which can be used simultaneously) for reducing the communication workload.
Secondly, we give an overview of the state-of-the-art research on how to make the
communication adaptive to the dynamic Internet bandwidth in order not to cause
network congestion while maintaining high data transmission efficiency.

11.5.1 Data Compression on Communications
After game scenes are computed on cloud servers, they have to be captured in
proper representations and compressed before being streamed over networks. Be-
yond the conventional real-time video compression techniques that are widely
applied to video-on-demand services, compression approaches for cloud gaming
can be categorized into three schemes: (i) video compression, which encodes two-
dimensional (2D) rendered videos and potentially auxiliary videos (such as depth
videos) for client-side post-rendering operations, (ii) graphics compression, which
encodes 3D structures and 2D textures, and (iii) hybrid compression, which com-
bines both video and graphics compression.

Video compression utilizes graphics contexts to reduce the server transmission
rate. The work [Shi et al. 2011] introduces a video encoder that selects a set of key
frames in the video sequence and uses the 3D image warping coding to interpolate
other non-key frames. This approach takes advantage of the pixel depth, rendering
viewpoints, camera motion patterns, and even the auxiliary frames that do not
actually exist in the video sequence to assist video coding. Another work [Xu et al.
2014] rectifies the camera rotation to produce video frames that are more motion-
estimation friendly. On client computers, the rectified videos are compensated
with some camera parameters using a lightweight 2D process. In addition, a new
interpolation algorithm is designed to preserve sharp edges, which are common in
game scenes.

Graphics compression is proposed for better scalability, because 3D rendering is
done on individual client computers. Compressing graphics data, however, is quite
challenging and may consume excessive network bandwidth. Lin et al. [2014] de-
signed a cloud gaming platform based on graphics compression. Their platform
has three graphics compression tools: (i) intra-frame compression, (ii) inter-frame
compression, and (iii) caching. These tools are applied to graphics commands, 3D
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structures, and 2D textures. Another work [Meilander et al. 2014] also developed a
similar platform for mobile devices, where the graphics are sent from cloud servers
to proxy clients, which then render game scenes for mobile devices. They also
propose three graphics compression tools: (i) caching, (ii) lossy compression, and
(iii) multi-layer compression. Generally speaking, tuning cloud gaming platforms
based on graphics compression for heterogeneous client computers is non-trivial,
because mobile (or even stationary) computers may not have enough computa-
tional power to locally render game scenes.

Hybrid compression attempts to fully utilize the available computational power
on client computers to maximize the coding efficiency. Chuan et al. [2014] propose
to apply graphics compression on simplified 3D structures and 2D textures, and
send them to client computers. The simplified scenes are then rendered on client
computers, which is called the base layer. Both the full-quality video and the base-
layer video are rendered on cloud servers, and the residue video is compressed using
video compression and sent to client computers. This is called the enhancement
layer. Since the base layer is compressed as graphics and the enhancement layer is
compressed as videos, the proposed approach is a hybrid scheme.

11.5.2 Adaptive Transmission
Even though data compression techniques have been applied to reduce the network
transmission rate, the fluctuating network provisioning still results in unstable
service quality to the players in a cloud gaming system. These unpredictable factors
include bandwidth, round-trip time, jitter, etc. Under this circumstance, adaptive
transmission is introduced to further optimize players’ QoE. It is based on common
sense that players would sacrifice video quality to gain smoother playing experience
with poor network connections.

The first work in adaptive transmission for cloud gaming was introduced by
a joint work of a Finnish research group and G-cluster in 2006. Jarvinen et al.
[2006] explore the approach to adapt the gaming video transmission to available
bandwidth. This is accomplished by integrating a video adaptation module into
the system, which estimates the network status from a network monitor in real-
time and dynamically manipulates the encoding parameters, such as frame rate
and quantization, to produce a specific adaptive bit rate video stream. The authors
utilize round trip time (RTT) jitter value to detect the network congestion, and thus
decide if the bit rate adaptation should be triggered. To evaluate this proposal,
Laulajainen et al. [2006] conducted experiments on a normal television with an
Internet Protocol television (IPTV) set-top-box. The authors simulated the network
scenarios in homes and hotels to verify that the proposed adaptation performed
notably better.
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Another series of investigations, conducted by a research group from University
of California, San Diego, focus on the adaptation in mobile scenarios. Their first
work decomposed the cloud gaming system’s response time into sub-components:
server delay, network uplink/downlink delay, and client delay [Wang and Dey
2010a]. Among the optimization techniques applied, the rate-selection algorithm
best provides a dynamic solution that determines the time and the way to switch the
bit rate according to the network delay. As a further step, Wang and Dey [2010b]
study the potential of rendering adaptation. The authors identify the rendering
parameters that affect a particular game, including realistic effect (e.g., colour
depth, multi-sample, texture-filter, and lighting mode), texture detail, view dis-
tance, and enabling grass. Afterward, they analyze these parameters’ characteristics
of communications and computation costs and propose their rendering adaptation
scheme, which consists of optimal adaptive rendering settings and level-selection
algorithm. With the experiments conducted on commercial wireless networks, the
authors demonstrate that acceptable mobile gaming user experience can be en-
sured by their rendering adaption technique. Thus, they claim that their proposal
is able to facilitate cloud gaming over the mobile network. Other works, includ-
ing Wang and Dey [2009], provide more solid experiments to support their claims
and further extend their application scenarios to cloud mobile rendering for rich
multimedia applications.

Other aspects of transmission adaptation have also been investigated in the lit-
erature. He et al. [2014] consider adaptive transmission from the perspective of
multiplayer gameplay. The authors calculate the packet urgency based on buffer
status estimation and propose a scheduling algorithm. In addition, they also sug-
gest an adaptive video segment request scheme, which estimates media access
control (MAC) queue as additional information to determine the request time in-
terval for each gamer, for the purpose of improving the playback experience.

Bujari et al. [2015] provide a Vegas over Access Point (VoAP) algorithm to address
the flow coexistence issue in wireless cloud gaming service delivery. This research
problem is introduced by the concurrent transmissions of TCP-based and UDP-
based streams in the home scenario, where the downlink requirement of gaming
video exacerbates the operation of the above-mentioned transport protocols. The
authors’ solution is to dynamically modify the advertised window in such a way that
the system can limit the growth of the TCP flow’s sending rate.

Wu et al. [2015b] presents a novel transmission scheduling framework dubbed
AdaPtive HFR vIdeo Streaming (APHIS) to address the issue in cloud gaming video
delivery through wireless networks. The authors first propose an online video frame
selection algorithm to minimize the total distortion based on network status, input
video data, and delay constraint. Afterward, they introduce an unequal forward
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error correction (FEC) coding scheme to provide differentiated protection for Intra
(I) and Predicted (P) frames with low latency cost. The proposed APHIS framework
is able to appropriately filter video frames and adjust data protection levels to
optimize the quality of high frame rate (HFR) video streaming.

Hemmati et al. [2013] proposes an object selection algorithm to provide an
adaptive scene rendering solution. The basic idea is to exclude less important
objects from the final output, thus consuming less processing time for the server
to render and encode the frames. In such a way, the cloud gaming system is able
to achieve a lower bit rate to stream the resulting video. The proposed algorithm
evaluates the importance of objects from the game scene based on the analysis of
gamers’ activities and does the selection work. Experiments demonstrate that this
approach reduces streaming bit rate by up to 8.8%.

11.6 Future Paradigm of Cloud Gaming
Cloud gaming services have gone through their initial growing pains, and it is now
the key moment for cloud gaming to be deployed in living rooms everywhere. Sev-
eral new cloud gaming services have been launched, including the OTT service
offered by Sony PlayStation Now and the integrated service offered by Comcast
XFINITY Games. With such breakthroughs, we believe that cloud gaming will un-
dergo a series of dramatic upgrades in all aspects, and thus we present some of our
forecasts on the future paradigm of cloud gaming in this section.

11.6.1 Cloud Gaming Engages More Multiplayer Games
The gaming industry has seen a shift toward games with multiplayer facilities. A
larger percentage of games on all types of platforms start to incorporate some form
of competition elements among online players. However, researchers in the cloud
gaming field have yet to explore the huge potential of cloud gaming in multiplayer
scenarios, which involve more than one player in the same game simultaneously.
In such scenarios, players can interact with each other in partnership, competi-
tion, or rivalry, which provides them with opportunities for social communication
that is absent in single-player games. Here we consider multiplayer games as either
massively multiplayer online role-playing games (MMORPGs), e.g., World of War-
craft, Lineage, or small-scale networked games, e.g., StarCraft, Diablo, League of
Legends.

Due to rapid developments in both computer and broadband network technolo-
gies, MMORPG has become an important part of the modern online entertainment
industry. Game players tend to play games with a group of peers instead of coop-
erating or competing with the game artificial intelligence. This change enhances
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the gameplay experience and makes more players attached to this type of games.
Similarly, small-scale networked games also attract many players due to their flex-
ibility to form groups and engage in short sessions of gaming. In fact, delivering
multiplayer games via cloud gaming introduces additional benefits as follows:

Nature of Connectivity. A critical drawback of the cloud gaming paradigm is
the indispensable network connectivity. Indeed, an overhead is incurred to
establish and maintain the network connections between the cloud and
players’ terminals during gameplay. This limitation may keep some users
away from cloud gaming. However, this concern is unlikely to impact the
decisions of end users when it comes to multiplayer games, since network
access is already mandatory for such games.

Temporary Engagement. An important feature of cloud gaming is to enable
gameplay without download and installation. This nature of click-and-play
becomes more attractive in a multiplayer scenario where people in the vicin-
ity are engaged to play the same game with a short setup time. For instance,
several friends at a party might decide to play a video game together but they
cannot find a game that is installed on all of their smartphones. In this case,
the benefit of click-and-play cloud gaming becomes evident.

Gaming Fairness. How to achieve fairness between multiple players is a cru-
cial issue in the design of online games. As game players are competing with
each other in real time, the server should respond to their actions imme-
diately. Players in a conventional online game may suffer from unfairness,
especially when the QoS (e.g., latency, packet loss rate) of their network con-
nections varies. With cloud gaming, players’ gaming instances are hosted
in the cloud. Hence, the message exchanges between game instances occur
inside the cloud, which makes it easier to maintain a guaranteed QoS level.
The cloud gaming system can therefore be more capable of adapting itself
to a terminal’s network to provide better fairness. For example, previous re-
search proposed to adjust rendering parameters to reduce video quality for
those players with poor network access [Wang and Dey 2013]. By reducing the
video quality, players with less capable devices or experiencing poor network
conditions can be treated more fairly in a multiplayer game.

Research challenges related to multiplayer gaming include:

Video Sharing. Video sharing cooperative cloud gaming reduces bandwidth
consumption with cooperative encoding. However, it also brings several chal-
lenges and research issues. First, reference-based encoding introduces ad-
ditional overhead to the system, such as increased workload in the video
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encoder servers. A common assumption in the cloud computing paradigm
is that all game engines and video encoder servers must be extremely power-
ful to perform the encoding workload, due to scalable computing resources.
Nevertheless, in practice, the cost of cloud resources cannot be neglected.
Hence, optimization inside the cloud should be considered. Second, decod-
ing video frames from predicted images requires additional cloudlet sup-
port, or using an ad hoc networking model that enables terminals to decode
video frames cooperatively. Energy consumption of mobile terminals to per-
form the tasks of cooperative video decoding and ad hoc network commu-
nications can be a critical issue. Furthermore, system performance in the
presence of device mobility can also be an important issue.

Cooperative Component Sharing. Component-sharing cooperative cloud gam-
ing should be built upon the concept of component-based gaming archi-
tecture. The most commonly seen challenge for such an architecture is the
decomposition complexity, or, to be more specific, the decomposition level
(e.g., data level, task level, function level). The decomposition level defines
the frequency with which components interact with each other, and thus the
rate of data exchange between components. It is actually the determining
factor in the ad-hoc cloudlet-based gaming architecture. Since components
could be remotely executed, a high data exchange rate (high decomposition
level) between remote components could be highly detrimental to both the
system performance and communication cost. As the decomposition level
varies with game genre, how to find the appropriate level of decomposition
remains the biggest challenge. Furthermore, the beacon messages and the
memory used to acquire and store the neighbors’ gaming statuses are over-
heads that require further modeling and analysis. Moreover, efficient and
decentralized service discovery, device discovery, and membership manage-
ment mechanisms should be carefully designed to ensure the scalability of
the system.

11.6.2 Novel Gaming Paradigm Convergence in Cloud
Cloud computing provides additional opportunities for novel game paradigms,
such as virtual reality (VR) games, augmented-reality games, and context-aware
games.

Virtual Reality Cloud Gaming. VR games have been talked about for years, but
we have yet to see many of them become available on the market. A number
of leading companies, such as Oculus, Valve, and HTC, are on their way to
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producing high-quality equipment to facilitate VR games. If realized, the in-
dustry then needs to start building content for this new and potentially “game
changing” platform as quickly as possible. However, the real-time rendering
of omnipresent 3D scenes requires very strong graphical computation power,
which might limit the application of VR games. A potential solution involves
the cloud, as it provides rich resource, up in the clusters, e.g., NVIDIA GRID,
etc. The high volume of memory and computational power could allow the
infinite virtual world to become reality for the players.

Augmented-Reality Cloud Gaming. Project Glass is a research and develop-
ment program by Google to develop an augmented-reality head-mounted
display [Goldman 2012]. In contrast to traditional mobile devices, Google
Glass provides a hands-free display of information on the lenses, integrat-
ing the virtual display to the reality in one’s vision. In addition, the device
enables people to interact with the Internet via natural-language voice com-
mand. Therefore, it is a perfect solution for augmented-reality cloud games,
which can be launched while people are walking. A typical augmented-reality
cloud gaming experience can be demonstrated by the following examples.
The camera on the glasses continuously captures the player’s vision in real-
time, and the device transmits the video to the cloud via a wireless network.
In the cloud-end, the video analyzer processes the video images with sophis-
ticated artificial intelligence technologies, such as pattern recognition. The
game logic in the cloud then creates gaming contents and delivers them to
the game players. These virtual gaming contents, such as coins and bombs,
can be displayed in the real scenarios through the lenses. Therefore, the sys-
tem provides the players a gaming world with mixed virtual and real items.
During the gaming session, the players should move their bodies or their
vision angles to interact with those virtual items, in order to achieve the de-
signed gaming goals. This type of games could also be used in daily exercise
and for healthcare purposes. However, how to guarantee the safety of players
during the gaming session remains a critical issue for game designers.

Context-Aware Cloud Gaming. An example of context-aware cloud gaming is
gaming onboard a vehicle. People often prefer to entertain themselves with
games when they are trying to pass time onboard a bus or subway train.
The mobility of a vehicle provides a new gaming experience for players. In
this gaming scenario, the vehicular game reports Global Positioning System
(GPS) information to the cloud via a wireless network, so that the cloud is



314 Chapter 11 Cloud Gaming

able to deliver corresponding gaming contents to the mobile devices. For ex-
ample, when the player is in the urban area, the environment of the game is
set to be in the crowd and is busy; when the player is in the suburban area,
virtual wild animals might appear in the game and attack the avatar. Fur-
thermore, the game also collects the mobility information with its equipped
accelerators and the cloud utilizes these sensed data to facilitate various gam-
ing contents. For example, when the vehicle is accelerating, the avatar in the
game will enter a speed-up mode, such that the player has less response time
to deal with the challenges in the game. In addition, with the assistance of
the cloud, the game is able to search for peer players, e.g., those in the same
vehicle, thus introducing more interactive gaming scenarios such as encoun-
tered challenges.

11.7 Conclusion
In this chapter, we have briefly reviewed the history of cloud gaming services and
remarked that it is a key moment for cloud gaming services to increase their pen-
etration rates. We presented a representative open-source cloud gaming platform
called GamingAnywhere, and presented research summaries in various sub-fields
including cloud deployment, thin client design, and issues in communication
mechanisms. Last, built upon our extensive research experience in cloud gaming,
we shared several of our visions into the paradigms of cloud gaming technologies,
in the format of forecasts. We hope that this chapter will serve as a useful pointer
for researchers and practitioners who are new to cloud gaming and help stimulate
a sustainable cloud gaming ecosystem.
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2014. TRECVID 2014—An overview of the goals, tasks, data, evaluation mechanisms
and metrics. In Proceedings of TRECVID 2014, National Institute of Standards and
Technology (NIST). 19, 21, 23

http://dx.doi.org/10.1007/978-3-642-15552-9_29
http://dx.doi.org/10.1007/978-3-642-15552-9_29
http://dx.doi.org/10.1109/CVPR.2006.264
http://dx.doi.org/10.1109/CVPR.2013.388
http://dx.doi.org/10.1007/978-3-319-07620-1_31
http://dx.doi.org/10.1007/11744085_38
http://dx.doi.org/10.1109/TIT.1981.1056305
http://dx.doi.org/10.1080/01621459.1988.10478560
http://dx.doi.org/10.1080/01621459.1988.10478560
http://dx.doi.org/10.1029/93GL02142
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5741005
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5741005
http://dx.doi.org/10.1109/MS.2011.51
http://dx.doi.org/10.1023/A:1011139631724
http://dx.doi.org/10.1109/ICCV.2007.4408880
http://www.onlive.com/
http://dx.doi.org/10.1109/SP.2010.39


Bibliography 353

P. Over, G. Awad, M. Michel, J. Fiscus, W. Kraaij, A. F. Smeaton, G. Quéenot, and R. Ordelman.
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